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Abstract—Digital storage now acts as an archive of the memories of users worldwide, keeping record of data as well as the context in which the data was acquired. The massive amount of data available and the fact that it is fragmented across many services (e.g., Facebook) and devices (e.g., laptop) make it very difficult for users to find specific pieces of information that they remember having stored or accessed. Unifying this fragmented data into a single data set that includes contextual information would allow for much better indexing and searching of personal information. Thus, we have developed a personal data extraction tool as a first step toward this vision. In this paper, we present this extraction tool, along with some preliminary statistics about personal data gathered by the tool for several users. The goal of the data analysis is to give a glimpse of what the digital life of a person may look like, and how it is currently partitioned across many different services; moreover, it reinforces the fact that it is not possible for users to manually retrieve, store and access their extensive digital data without the support of a personalized information management tool.

I. INTRODUCTION

Personal data is now pervasive as digital devices are capturing every part of our lives. Data is constantly collected and saved by users, either actively in files, emails, social media interactions, multimedia objects, calendar items, contacts, etc., or passively by various applications such as GPS tracking of mobile devices, records of utility usage, records of financial transactions, or quantified self sensors. Everywhere users go, in everything they do, a digital trace is produced, acting as a digital memory of their past actions, interactions, and whereabouts. The main challenges for personal information extraction lie on: (1) large amount of data, (2) scattered across devices and cloud services, and (3) stored in potentially very different formats in different places.

The richness of contextual information attached to the digital data can be of great help to users searching for information they remember having stored and accessed in the past. Answers to questions like what, when, where, who, why and how can guide a user during the search process, adding clues to events and actions surrounding the target data. For example, answering questions such as: when an email was sent, with whom was I talking, to what song was I listening, brings a handful of insights to the search process. It is important to highlight that a person’s memory is notoriously unreliable, and fully trusting their recollection of contextual information can result in the loss of relevant search results. Therefore, context should be used as a flexible query condition, adding some degree of approximation or guidance to the search process.

A data extraction tool that accesses a variety of available services retrieving and storing users’ data is a significant step towards the development of an individualized context-aware personal information management tool. This paper describes the current status of our personal information extraction tool as part of a larger project on personal information search and discovery. Members of the project have been collecting their own personal data and a careful analysis of this data collection reinforces our belief that it is hard for a user to manually manage and extract knowledge from their own personal data without the support of a personalized information management tool.

II. CHALLENGES

Creating a unified personal information management tool is not a trivial task. The first important step is the identification, retrieval, storage and modeling of all the data pertaining to a user. In this section, we will discuss the more relevant challenges encountered in the process of retrieving and storing a user’s digital life to create a personal database that is robust, reliable and secure.

Most of a user’s personal data is fragmented across multiple sources. Even in the best scenario where a user has complete control of his own data stored only on personal devices, it is challenging to keep track of every single bit of data stored over time, and it is even harder to remember exactly in which device the data is stored. The fact that personal data may not even be controlled by the user, since it can be spread across multiple third-party services, adds an extra challenge to the process of identifying and retrieving data. Although some web services provide access to data through programmatic APIs, retrieving the data from the sources can be tricky. The access to the APIs varies for each service and they are constantly being updated. Many common services do not export such APIs and require access via web query forms or outdated screen scraping methods to retrieve the data. The extraction tool that we are proposing identified and implemented access to a variety of data sources, retrieving the decentralized data and storing it in a single database.

The heterogeneity of data storage formats across different devices and services presents a second major challenge. One possibility for addressing this challenge is to pre-process the data before storing it. However, this task, besides being time consuming, is prone to mistakes that could lead to missing important data. Pre-processing the data also requires the extraction tool to include deep knowledge of each data format available; this is a difficult process, especially given the rapid rate of changes in the services sourcing the data. To avoid these problems, we store the data keeping their original format in a NoSQL database that is already optimized for semi-structured data. Our current prototype uses MongoDB, a document-store system with a BSON encoding.
As the data is being retrieved, two new challenges arise: storage and privacy. In the last couple of years, the impressive growth in storage space while keeping costs low guarantees that tools as the one we are proposing can be implemented while imposing very little additional cost to the user. In the current state of our project, the personal data retrieved is being stored in the user’s own hard drive. Even though this approach has some limitation in the sense that the data is only available locally, by storing it in the user’s hard drive we can guarantee some clear privacy and security benefits. In the future, we plan to expand our current model to make the data available to the user from different devices and locations, but to adopt a more flexible approach, as is the case with personal clouds, requires careful handling of private data and support for user permissions.

III. EXTRACTION TOOL

In the process of creating a personal information database, the current version of our extraction tool identified and implemented access to a variety of data sources. The underlying personal data retrieved is stored in a flexible format that will allow us to perform data integration, search, and knowledge discovery. In this paper, we focus in describing all steps involved in the personal information extraction aspect of our project.

![Fig. 1. Architecture](image)

Figure 1 illustrates the main components of our project. As mentioned in the previous section, our main goal is to build a personal context-aware search tool that integrates a user’s fragmented data set into a unified whole, and uses both data content and contextual information to support accurate personal information searches. The dotted boxes in Figure 1 around the Search and Knowledge Discovery components indicate that they are still in development and will not be detailed in this work. For the personal search, we aim to build an intuitive search tool based on the natural memory retrieval process, which relies on contextual cues to find past information. As for the knowledge discovery, our intention is to use knowledge discovery techniques to augment the extracted personal databases with individualized knowledge via query-base enrichment and rules.

The Personal Information Database (PID) illustrated in Figure 1 is responsible for storing not only the data retrieved by the extraction tool but also the information inferred by the Knowledge Discovery component. Besides that, the PID will hold all the information about a user necessary to access the APIs implemented – information such as access tokens are essential to authorize the tool to access data stored by third party applications.

The Extraction Tool follows the PID in the architecture illustrated in Figure 1. In this first version of our tool we are retrieving data from a wide range of sources: social data (Facebook, Twitter, LinkedIn, Google+), geolocation data (Foursquare, GPS), personal files (local file system, Dropbox), Email (Gmail), Calendar (Google Calendar), Contacts (Google Contacts), and are planning on retrieving more. The data is currently being accessed through individual system APIs (when available), IMAP (for email retrieval), and a file system monitoring tool that we developed. The data collected includes content, structure and explicit and implicit context. In addition, we have started inferring additional contextual data. In particular, our implementation extracts time and location (when available) from every object it has processed and augments it with historical weather information retrieved from online sources.

Using a clean user-friendly interface, a user can authenticate and authorize the extraction tool to access their personal data for the range of services currently being offered. When a user registers a service using the extraction tool, a request is sent to the service API that, after the user has authorized it, will reply with an access token that is unique to the user and allows our tool to freely access the data. The access token is stored in the PID with all relevant information pertaining to that user. From now on, every time a user call the extraction tool to retrieve his personal data, the tool will query the PID for the access token and then will access the service API retrieving all the user new data since the last time a call was placed. It is important to highlight that a user’s first attempt to retrieve data results in the tool trying to retrieve as much past data as possible as allowed by each API.

Another important part of the Extraction Tool illustrated in Figure 1 is the file system crawler, which was designed to run as a non-intrusive background process that keeps collecting every action a user performs in his own file system; information such as creation, edition and deletion of files are stored in the data collection together with all personal data pertaining to the same user. The crawler was designed to run indefinitely, unless the user wishes to stop the process.

With the exception of the file system crawler that was implemented using Java and JNotify – a file system events library for Java – all implementation was done using Python with the Django framework. Services are authenticated and authorized using OAuth2 and the data is accessed through APIs provided by each service. A preliminary version of our extraction tool was made available to the public in GitHub1.

1https://github.com/ameliemarian/DigitalSelf
IV. DATA ANALYSIS

In this section, we briefly discuss the services integrated in the current version of our extraction tool together with a description of the available data. Also, a statistical analysis of the data collected by members of the project over a period of one month will be discussed.

A. Personal Data

The variety of personal data available to be retrieved is enormous and new sources of data are constantly appearing; based on that, the extraction tool was built to easily integrate new services with their own data schema. As a starting point, our effort was channeled to selectively retrieve data from current popular services. Table I briefly describes the current state of our tool in terms of services and data retrieved.

| Data Source | files, folders |
| Facebook | feed, photo, album, checkin, event, friend, family, group, inbox, link, note, post, status, home, profile |
| Foursquare | badge, checkin, friend, photo, recent |
| Google Calendar | metadata, events |
| Google Contacts | contact, groups |
| Google+ | people, activities, comments |
| Gmail | inbox, sent |
| LinkedIn | connection, update, network, profile |
| Twitter | favorite, mention, friend, follower, timeline, retweet, msg received, msg sent, tweet |
| File system | created, modified, renamed, deleted |
| GPS | latitude, longitude, time |

As mentioned in the previous section, the extraction tool retrieves and stores the data in BSON format using MongoDB. The data is not pre-processed in any way, i.e., the tool dumping the data preserving the original schema defined by the service from which it was retrieved. The absence of a unique pre-defined schema makes the tool robust to the very frequent changes in source APIs and export formats. Figure 2 illustrates a piece of data retrieved from the Facebook account of one of the authors. From this small piece of data we can extract information such as: time, user name, data type (Facebook album), album name and time the album was created and modified.

Information such as time, location, text and people are frequently found in data from different sources. Besides those well know entities, the richness of the data and the possibilities that it offers in terms of how they are related and how they can be used to support a more robust search approach present a great stimulus to the study and development of a more personal context-aware search tool.

B. Statistics

In the current version of our extraction tool only text-based data and the metadata of multimedia objects are being retrieved. Table II shows monthly ranges over the amount of personal data retrieved by our extraction tool for members of the project. For a selected set of services, the table shows the number of objects retrieved – e.g., Facebook feed, photo, album –, the average size of those objects, and the total size of the data retrieved per service. Remember that the first call to the extraction tool results in retrieving as much past data as allowed by the requested service. Although storage space and cost do not impose a problem, the size of the data is impressive enough to make it impossible for a person to manually analyze the data.

| Data Source | # Objects | Avg Size | Size |
| Dropbox | 10-650 | 10Kb | 0.05-16Mb |
| Facebook | 500-2000 | 2Kb | 0.75-3.8M |
| Twitter | 700-1500 | 5Kb | 3-10Mb |
| Gmail | 1400-1700 | 200Kb | 310-390Mb |
| Google Calendar | 20-100 | 2Kb | 50-400Kb |
| Google Contacts | 350-410 | 0.5Kb | 230-275Kb |
| LinkedIn | 120-140 | 1.5Kb | 160-190Kb |

Table III shows, for a subset of services and data types, the number of objects collected by a user during one month period. It is hard to estimate the amount of data produced by a single user, considering that the amount of personal data varies widely from user to user. The amount of objects in each collection can be an indication of how frequently a user accesses a service, showing the importance of a service to the user. The correlation between those different services represents a rich source of knowledge and highlights memory cues that could be essential to the success of a personalized search tool.

| Data Type | # Objects |
| Feed | 157 |
| Home | 78 |
| Post | 141 |
| Album | 1 |
| Friend | 145 |

V. RELATED WORK

A number of systems have been proposed for storing and retrieving personal data. Lifestreams [1] organizes desktop
content in time-oriented streams. Stuff I’ve Seen [2] keeps
an history of the web behavior of the user. Seeretrieve [3]
associate tasks, or user intentions, with user access patterns
to aid in searches. Dataspaces [4], [5] connect personal data
objects using semantic connections. Most of these systems
assume that most data is available locally, or easily retrieved. In
addition, while several do offer an integrated data model, their
query models are typically keyword based, with sometimes
one source of context used to aid the search. In contrast we
envision a retrieval process that follows the memory process
and uses all types of contextual cues.

Bell has pioneered the life-logging field with the
MyLifeBits [6] project for which he has digitally captured all
aspects of his life. While MyLifeBits started as an experiment,
there is no denying that we are moving towards a world
where all of our steps, actions, words and interactions will
be recorded by personal devices or by public systems. Social-
Safe [7] is a commercial tool that aims at extending Bell’s
vision for everyday users. The motivations behind SocialSafe
are very close to ours, however SocialSafe currently only offers
a keyword- or navigation-based access to the data (for a fee).

VI. Future Work

In the future, we are planning to extend the personal data
extraction tool to retrieve multimedia files instead of just their
metadata. Also, the tool was implemented to make it easy
to add new services without having to worry about specific
details about different APIs, such as the structure of the data
retrieved. We have been working on collecting browser history
and information from applications of video-conference such as
Skype and Google Hangouts.

The final goal of our project it is to build a context-aware
search and a personal knowledge base. To achieve those goals
we have been designing a context-aware data model that will be
followed by the development of indexing and searching
techniques, of a context-based query model, and finally, the
implementation of a user search interface. We have also been
exploring techniques for entity recognition and query-based
enrichment for personal knowledge discovery.

VII. Conclusion

In this paper, we presented an information extraction tool
developed as part of a larger project on personal information
search and discovery. The extraction tool is designed to collect
heterogeneous data from a set of distributed data sources that
varies from social networks to local filesystems. For privacy,
the tool stores the retrieved data in the user’s own hard drive by
means of a personal information database. Preliminary analysis
on the data collected by members of the project show the
importance of personal management tools in dealing with large
collections of personal data.
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