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Given the importance of floating point (FP) performance in numerous domains, several new variants of FP and its alternatives have been proposed (e.g., Bfloat16, TensorFloat32, and posits). These representations do not have correctly rounded math libraries. Further, the use of existing FP libraries for these new representations can produce incorrect results. This paper proposes a novel approach for generating polynomial approximations that can be used to implement correctly rounded math libraries. Existing methods generate polynomials that approximate the real value of an elementary function $f(x)$ and produce wrong results due to approximation errors and rounding errors in the implementation. In contrast, our approach generates polynomials that approximate the correctly rounded value of $f(x)$ (i.e., the value of $f(x)$ rounded to the target representation). It provides more margin to identify efficient polynomials that produce correctly rounded results for all inputs. We frame the problem of generating efficient polynomials that produce correctly rounded results as a linear programming problem. Using our approach, we have developed correctly rounded, yet faster, implementations of elementary functions for multiple target representations.
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1 INTRODUCTION

Approximating real numbers. Every programming language has primitive data types to represent numbers. The floating point (FP) representation, which was standardized with the IEEE-754 standard [Cowlishaw 2008], is widely used in mainstream languages to approximate real numbers. For example, every number in JavaScript is a FP number! There is an ever-increasing need for improved FP performance in domains such as machine learning and high performance computing (HPC). Hence, several new variants and alternatives to FP have been proposed recently such as Bfloat16 [Tagliavini et al. 2018], posits [Gustafson 2017; Gustafson and Yonemoto 2017], and TensorFloat32 [NVIDIA 2020].
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Bfloat16 [Tagliavini et al. 2018] is a 16-bit FP representation with 8-bits of exponent and 7-bits for the fraction. It is already available in Intel FPGAs [Intel 2019] and Google TPUs [Wang and Kanwar 2019]. Bfloat16’s dynamic range is similar to a 32-bit float but has lower memory traffic and footprint, which makes it appealing for neural networks [Kalamkar et al. 2019]. Nvidia’s TensorFloat32 [NVIDIA 2020] is a 19-bit FP representation with 8-bits of exponent and 10-bits for the fraction, which is available with Nvidia’s Ampere architecture. TensorFloat32 provides the dynamic range of a 32-bit float and the precision of half data type (i.e., 16-bit float), which is intended for machine learning and HPC applications. In contrast to FP, posit [Gustafson 2017; Gustafson and Yonemoto 2017] provides tapered precision with a fixed number of bits. Depending on the value, the number of bits available for representing the fraction can vary. Inspired by posits, a tapered precision log number system has been shown to be effective with neural networks [Bernstein et al. 2020; Johnson 2018].

Correctly rounded math libraries. Any number system that approximates real numbers needs a math library that provides implementations for elementary functions [Muller 2005] (i.e., $\log(x)$, $\exp(x)$, $\sqrt{x}$, $\sin(x)$). The recent IEEE-754 standard recommends (although it does not require) that the programming language standards define a list of math library functions and implement them to produce the correctly rounded result [Cowlishaw 2008]. Any application using an erroneous math library will produce erroneous results.

A correctly rounded result of an elementary function $f$ for an input $x$ is defined as the value produced by computing the value of $f(x)$ with real numbers and then rounding the result according to the rounding rule of the target representation. Developing a correct math library is a challenging task. Hence, there is a large body of work on accurately approximating elementary functions [Brisebarre et al. 2006; Brunie et al. 2015; Bui and Tahar 1999; Chevillard et al. 2011, 2010; Chevillard and Lauter 2007; Gustafson 2020; Jeannerod et al. 2011; Kupriianova and Lauter 2014; Lefèvre et al. 1998; Lim et al. 2020b], verifying the correctness of math libraries [Boldo et al. 2009; Daumas et al. 2005; de Dinechin et al. 2011; de Dinechin et al. 2006; Harrison 1997a,b; Lee et al. 2017; Sawada 2002], and repairing math libraries to increase the accuracy [Yi et al. 2019]. There are a few correctly rounded math libraries for float and double types in the IEEE-754 standard [Darmay et al. 2003; Fousse et al. 2007; IBM 2008; Microsystems 2008; Ziv 1991]. Widely used math libraries (e.g., libm in glibc or Intel’s math library) do not produce correctly rounded results for all inputs.

New representations lack math libraries. The new FP representations currently do not have math libraries specifically designed for them. One stop-gap alternative is to promote values from new representations to a float/double value and use existing FP libraries for them. For example, we can convert a Bfloat16 value to a 32-bit float and use the FP math library. However, this approach can produce wrong results for the Bfloat16 value even when we use the correctly rounded float library (see Section 2.6 for a detailed example). This approach also has suboptimal performance as the math library for float/double types probably uses a polynomial of a large degree with many more terms than necessary to approximate these functions.

Prior approaches for creating math libraries. Most prior approaches use minimax approximation methods (i.e., Remez algorithm [Remes 1934] or Chebyshev approximations [Trefethen 2012]) to generate polynomials that have the smallest error compared to the real value of an elementary function. Typically, range reduction techniques are used to reduce the input domain such that the polynomial only needs to approximate the elementary function for a small input domain. Subsequently, the result of the polynomial evaluation on the small input domain is adjusted to produce the result for the entire input domain, which is known as output compensation. Polynomial evaluation, range reduction, and output compensation are implemented in some finite representation that has higher precision than the target representation. The approximated result is finally rounded to the target representation.
Fig. 1. Our approach to generate correctly rounded elementary functions for a target representation (T). The math library is implemented in representation \( H \). The goal is to synthesize a polynomial \( P(x') \) using linear programming such that the final result after range reduction and output compensation is the correctly rounded result of \( f(x) \) in T. (1) For each input \( x \) in \( T \), we compute the correctly rounded value of \( f(x) \) (denoted as \( y \)) using an oracle. (2) Based on \( y \), we identify an interval ([\( l, h \)]) where all values in the interval round to \( y \). (3) Then, we compute the reduced input \( x' \) using range reduction and the reduced interval ([\( l', h' \)]) such that when the output of the polynomial on the reduced input \( x' \) is adjusted (i.e., output compensation), it produces the result for the original input and it is in \([l, h]\). (4) Finally, we synthesize \( P(x') \) that produces a value in the reduced interval \([l', h']\) for each reduced input \( x' \).

When the result of an elementary function \( f(x) \) with reals is extremely close to the rounding-boundary (i.e., \( f(x) \) rounds to a value \( v_1 \) but \( f(x) + \varepsilon \) rounds to a different value \( v_2 \) for very small value \( \varepsilon \)), then the error of the polynomial must be smaller than \( \varepsilon \) to ensure that the result of the polynomial produces the correctly rounded value [Lefèvre and Muller 2001]. This probably necessitates a polynomial of a large degree with many terms. Further, there can be round-off errors in polynomial evaluation with a finite precision representation. Hence, the result produced may not be the correctly rounded result.

**Our approach.** This paper proposes a novel approach to generate correctly rounded implementations of elementary functions by framing it as a linear programming problem. In contrast to prior approaches that generate polynomials by minimizing the error compared to the real value of an elementary function \( f(x) \), we propose to generate polynomials that directly approximate the correctly rounded value of \( f(x) \) inspired by the Minefield approach [Gustafson 2020]. Specifically, we identify an interval of values for each input that will result in a correctly rounded output and use that interval to generate the polynomial approximation. For each input \( x_i \), we use an oracle to generate an interval \([l_i, h_i]\) such that all real values in this interval round to the correctly rounded value of \( f(x_i) \). Using these intervals, we can subsequently generate a set of constraints, which is given to a linear programming solver, to generate a polynomial that computes the correctly rounded result for all inputs. The interval \([l_i, h_i]\) for correctly rounding the output of input \( x_i \) is larger than \([f(x_i) - \varepsilon, f(x_i) + \varepsilon]\) where \( \varepsilon \) is the maximum error of the polynomial generated using prior methods. Hence, our approach has larger freedom to generate polynomials that produce correctly rounded results and also provide better performance.

**Handling range reduction.** Typically, generating polynomials for a small input domain is easier than a large input domain. Hence, the input is reduced to a smaller domain with range reduction. Subsequently, polynomial approximation is used for the reduced input. The resulting value is adjusted with output compensation to produce the final output. For example, the input domain for \( \log_2(x) \) is \((0, \infty)\). Approximating this function with a polynomial is much easier over the domain \([1, 2]\) when compared to the entire input domain \((0, \infty)\). Hence, we range reduce the
input $x$ into $z$ using $x = z \times 2^e$, where $z \in [1, 2)$ and $e$ is an integer. We compute $y' = \log_2(z)$ using our polynomial for the domain $[1, 2)$. We compute the final output $y$ using the range reduced output $y'$ and the output compensation function, which is $y = y' + e$. Polynomial evaluation, range reduction, and output compensation are performed with a finite precision representation (e.g., double) and can experience numerical errors. Our approach for generating correctly rounded outputs has to consider the numerical error with output compensation. To account for rounding errors with range reduction and output compensation, we constrain the output intervals that we generated for each input $x$ in the entire input domain (see Section 4). When our approach generates a polynomial, it is guaranteed that the polynomial evaluation along with the range reduction and output compensation can be implemented with finite precision to produce a correctly rounded result for all inputs of an elementary function $f(x)$. Figure 1 pictorially provides an overview of our methodology.

**RLIBM.** We have developed a collection of correctly rounded math library functions, which we call RLIBM, for Bfloat16, posits, and floating point using our approach. RLIBM is open source [Lim and Nagarakatte 2020a,b]. Concretely, RLIBM contains twelve elementary functions for Bfloat16, eleven elementary functions for 16-bit posits, and $\log_2(x)$ function for a 32-bit float type. We have validated that our implementation produces the correctly rounded result for all inputs. In contrast, glibc’s $\log_2(x)$ function for a 32-bit float produces wrong results for more than fourteen million inputs. Similarly, Intel’s math library also produces wrong results for 276 inputs. We also observed that re-purposing glibc’s and Intel’s float library for Bfloat16 produces a wrong result for $10^x$.

Our library functions for Bfloat16 are on average 2.02× faster than the glibc’s double library and 1.39× faster than the glibc’s float library. Our library functions for Bfloat16 are also 1.44× and 1.30× faster than the Intel’s double and float math libraries, respectively.

**Contributions.** This paper makes the following contributions.

- Proposes a novel approach that generates polynomials based on the correctly rounded value of an elementary function rather than minimizing the error between the real value and the approximation.
- Demonstrates that the task of generating polynomials with correctly rounded results can be framed as a linear programming problem while accounting for range reduction.
- Demonstrates RLIBM, a library of elementary functions that produce correctly rounded results for all inputs for various new alternatives to floating point such as Bfloat16 and posits. Our functions are faster than state-of-the-art libraries.

## 2 BACKGROUND AND MOTIVATION

We provide background on the FP representation and its variants (i.e., Bfloat16), the posit representation, the state-of-the-art for developing math libraries, and a motivating example illustrating how the use of existing libraries for new representations can result in wrong results.

### 2.1 Floating Point and Its Variants

The FP representation $\mathbb{F}_{n,|E|}$, which is specified in the IEEE-754 standard [Cowlishaw 2008], is parameterized by the total number of bits $n$ and the number of bits for the exponent $|E|$. There are three components in a FP bit-string: a sign bit $s$, $|E|$-bits to represent the exponent, and $|F|$-bits to represent the mantissa $F$ where $|F| = n - 1 - |E|$. Figure 2(a) shows the FP format. If $s = 0$, then the value is positive. If $s = 1$, then the value is negative. The value represented by the FP bit-string is a normal value if the bit-string $E$, when interpreted as an unsigned integer, satisfies $0 < E < 2^{|E|} - 1$. The normal value represented with this bit-string is $(1 + \frac{E}{2^{|E|}}) \times 2^{E-bias}$, where bias is $2^{|E|}-1 - 1$. If $E = 0$, then the FP value is a denormal value. The value of the denormal value is $(\frac{F}{2^{|F|}}) \times 2^{1-bias}$.
When $E = 2^{|E|} - 1$, the FP bit-strings represent special values. If $F = 0$, then the bit-string represents $\pm \infty$ depending on the value of $s$ and in all other cases, it represents not-a-number (NaN).

IEEE-754 specifies a number of default FP types: 16-bit (float16), 32-bit (float32, or f32), and 64-bit (half, float64, or double). Beyond the types specified in the IEEE-754 standard, recent extensions have increased the dynamic range and/or precision. float16 [Tagliavini et al. 2018], float32, provides increased dynamic range compared to FP’s half type. Figure 2(b) illustrates the float16 format. Recently proposed TensorFloat32 [NVIDIA 2020], float19.8, increased both the dynamic range and precision compared to the half type.

### 2.2 The Posit Representation

Posit [Gustafson 2017; Gustafson and Yonemoto 2017] is a new representation that provides tapered precision with a fixed number of bits. A posit representation, $\mathbb{P}_{n,es}$, is defined by the total number of bits $n$ and the maximum number of bits for the exponents $es$. A posit bit-string consists of five components (see Figure 2(d)): a sign bit $s$, a number of regime bits $R$, a regime guard bit $\bar{R}$, up to $es$-bits of the exponent $E$, and fraction bits $F$. When the regime bits are not used, they can be re-purposed to represent the fraction, which provides tapered precision.

#### Value of a posit bit-string

The first bit is a sign bit. If $s = 0$, then the value is positive. If $s = 1$, then the value is negative and the bit-string is decoded after taking the two’s complement of the remaining bit-string after the sign bit. Three components $R$, $\bar{R}$, and $E$ together are used to represent the exponent of the final value. After the sign bit, the next $1 \leq |R| \leq n - 1$ bits represent the regime $R$. Regime bits consist of consecutive 1’s (or 0’s) and are only terminated if $|R| = n - 1$ or by an opposite bit 0 (or 1), which is known as the regime guard bit $\bar{R}$. The regime bits represent the super exponent. Regime bits contribute $useed'$ to the value of the number where $useed = 2^{2^r}$ and $r = |R| - 1$ if $R$ consists of 1’s and $r = -|R|$ if $R$ consists of 0’s.

If $2 + |R| < n$, then the next $\min(es, n - 2 - |R|)$ bits represent the exponent bits. If $|E| < es$, then $E$ is padded with 0’s to the right until $|E| = es$. These $|es|$-bits contribute $2^E$ to the value of the number. Together, the regime and the exponent bits of the posit bit-string contribute $useed' \times 2^E$ to the value of the number. If there are any remaining bits after the $es$-exponent bits, they represent the fraction bits $F$. The fraction bits are interpreted like a normal FP value, except the length of $F$ can vary depending on the number of regime bits. They contribute $1 + \frac{F}{2^{|F|}}$. Finally, the value $v$ represented by a posit bit-string is,

$$v = (-1)^s \times (1 + \frac{F}{2^{|F|}}) \times useed' \times 2^E = (-1)^s \times (1 + \frac{F}{2^{|F|}}) \times 2^{2^r \times r + E}$$
Fig. 3. Illustration of Round to Nearest with ties to Even (RNE) rounding mode with our 5-bit FP representation (FP5). There are two FP5 values (0.75 and 1.0) adjacent to the real number 0.875, but both 0.75 and 1.0 are equidistant from 0.875. In this case, RNE mode specifies that 0.875 should round to 1.0 because the bit representation of 1.0 (0b00100) is an even number when interpreted as an integer. Similarly, the real number 1.125 rounds to 1.0 and 1.375 rounds to 1.5.

There are two special cases. A bit-string of all 0’s represents 0. A bit-string of 1 followed by all 0’s represents Not-a-Real (NaR).

**Example.** Consider the bit-string 0000110110000000 in the P_{16,1} configuration. Here, useed = 2^{12} = 2^2. Also s = 0, R = 0000, E = 1, and F = 011000000. Hence, r = −|R| = −4. The final exponent resulting from the regime and the exponent bits is (2^2)^{-4} × 2^1 = 2^{-7}. The fraction value is 1.375. The value represented by this posit bit-string is 1.375 × 2^{-7}.

### 2.3 Rounding and Numerical Errors

When a real number \( x \) cannot be represented in a target representation \( T \), it has to be rounded to a value \( v \in T \). The FP standard defines a number of rounding modes but the default rounding mode is the round-to-nearest-tie-goes-to-even (RNE) mode. The posit standard also specifies RNE rounding mode with a minor difference that any non-zero value does not underflow to 0 or overflow to NaR. We describe our approach with the RNE mode but it is applicable to other rounding modes.

In the RNE mode, the rounding function \( v = RN_T(x) \), rounds \( x \in \Reals \) to \( v \in \mathbb{T} \), such that \( x \) is rounded to the nearest representable value in \( T \), i.e. \( \forall v' \in \mathbb{T} |x - v| \leq |x - v'| \). In the case of a tie, where \( \exists v_1, v_2 \in \mathbb{T}, v_1 \neq v_2 \) such that \( |x - v_1| = |x - v_2| \) and \( \forall v' \in \mathbb{T} |x - v_1| \leq |x - v'| \), then \( x \) is rounded to \( v_1 \) if the bit-string encoding the value \( v_1 \) is an even number when interpreted as an integer and to \( v_2 \) otherwise. Figure 3 illustrates the RNE mode with a 5-bit FP representation from Figure 2(c).

The result of primitive operations in FP or any other representation experiences rounding error when it cannot be exactly represented. Modern hardware and libraries produce correctly rounded results for primitive operations. However, this rounding error can get amplified with a series of primitive operations because the intermediate result of each primitive operation must be rounded. As math libraries are also implemented with finite precision, numerical errors in the implementation should also be carefully addressed.

### 2.4 Background on Approximating Elementary Functions

The state-of-the-art methods to approximate an elementary function \( f(x) \) for a target representation \( (\mathbb{T}) \) involves two steps. First, approximation theory (e.g., minimax methods) is used to develop a function \( A_{\Reals}(x) \) that closely approximates \( f(x) \) using real numbers. Second, \( A_{\Reals}(x) \) is implemented in a finite precision representation that has higher precision than \( \mathbb{T} \).

**Generating** \( A_{\Reals}(x) \). Mathematically deriving \( A_{\Reals}(x) \) can be further split into three steps. First, identify inputs that exhibit special behavior (e.g., \( \pm \infty \)). Second, reduce the input domain to a smaller interval, \([a', b']\), with range reduction techniques and perform any other function transformations. Third, generate a polynomial \( P(x) \) that approximates \( f(x) \) in the domain \([a', b']\).

There are two types of special cases. The first type includes inputs that produce undefined values or \( \pm \infty \) when mathematically evaluating \( f(x) \). For example, in the case of \( f(x) = 10^x \), \( f(x) = \infty \) if...
\( x = \infty \). The second type consists of interesting inputs for evaluating \( \text{RN}_T(f(x)) \). These cases include a range of inputs that produce interesting outputs such as \( \text{RN}_T(f(x)) \in \{\pm \infty, 0\} \). For example, while approximating \( f(x) = 10^x \) for Bfloat16 (B), all values \( x \in (-\infty, -40.5] \) produce \( \text{RN}_B(10^x) = 0 \), inputs \( x \in [-8.46 \cdots \times 10^{-4}, 1.68 \cdots \times 10^{-3}] \) produce \( \text{RN}_B(10^x) = 1 \), and \( x \in [38.75, \infty) \) produces \( \text{RN}_B(10^x) = \infty \). These properties are specific to each \( f(x) \) and \( T \).

**Range reduction.** It is mathematically simpler to approximate \( f(x) \) for a small domain of inputs. Hence, most math libraries use range reduction to reduce the entire input domain into a smaller domain before generating the polynomial. Given an input \( x \in [a, b] \) where \([a, b] \subseteq T\), the goal of range reduction is to reduce the input \( x \) to \( x' \in [a', b'] \), where \([a', b'] \subset [a, b]\). We represent this process of range reduction with \( x' = RR(x) \). Then, the polynomial \( P \) approximates the output \( y' \) for the range reduced input \( i.e., y' = P(x') \). The output \( y' \) of the range reduced input \( x' \) has to be compensated to produce the output for the original input \( x \). The output compensation function, \( OC(y', x) \), produces the final result by compensating the range reduced output \( y' \) based on the range reduction performed for input \( x \).

For example, consider the function \( f(x) = \log_2(x) \) where the input domain is defined over \((0, \infty)\). One way to range reduce the original input is to use the mathematical property \( \log_2(a \times 2^b) = \log_2(a) + b \). We decompose the input \( x \) as \( x = x' \times 2^e \) where \( x' \in [1, 2) \) and \( e \) is an integer. Approximating \( \log_2(x) \) is equivalent to approximating \( \log_2(x' \times 2^e) = \log_2(x') + e \). Thus, we can range reduce the original input \( x \in (0, \infty) \) into \( x' \in [1, 2) \). Then, we approximate \( \log_2(x') \) using \( P(x') \), which needs to only approximate \( \log_2(x) \) for the input domain \([1, 2)\). To produce the output of \( \log_2(x) \), we compensate the output of the reduced input by computing \( P(x') + e \), where \( e \) is dependent on the range reduction of \( x \).

**Polynomial approximation \( P(x) \).** A common method to approximate an elementary function \( f(x) \) is with a polynomial function, \( P(x) \), which can be implemented with addition, subtraction, and multiplication operations. Typically, \( P(x) \) for math libraries is generated using the minimax approximation technique, which aims to minimize the maximum error, or \( L_{\infty} \)-norm,

\[
||P(x) - f(x)||_{\infty} = \sup_{x \in [a,b]} |P(x) - f(x)|
\]

where sup represents the supremum of a set. The minimax approach is attractive because the resulting \( P(x) \) has a bound on the error \( i.e., |P(x) - f(x)| \). The most well-known minimax approximation method is the Remez algorithm [Remes 1934]. Both CR-LIBM [Daramy et al. 2003] and Metalibm [Kupriianova and Lauter 2014] use a modified Remez algorithm to produce polynomial approximations [Brisebarre and Chevillard 2007].

**Implementation of \( A_R(x) \) with finite precision.** Finally, mathematical approximation \( A_R(x) \) is implemented in finite precision to approximate \( f(x) \). This implementation typically uses a higher precision than the intended target representation. We use \( A_H(x) \) to represent that \( A_R(x) \) is implemented in a representation with higher precision \( \mathbb{H} \) where \( T \subset \mathbb{H} \). Finally, the result of the implementation \( A_H(x) \) is rounded to the target representation \( T \).

### 2.5 Challenges in Building Correctly Rounded Math Libraries

An approximation of an elementary function \( f(x) \) is defined to be a correctly rounded approximation if for all inputs \( x_i \in T \), it produces \( \text{RN}_T(f(x_i)) \). There are two major challenges in creating a correctly rounded approximation. First, \( A_H(x) \) incurs error because \( P(x) \) is an approximation of \( f(x) \). Second, the evaluation of \( A_H(x) \) has numerical error because it is implemented in a representation with finite precision \( i.e., \mathbb{H} \). Hence, the rounding of \( \text{RN}_T(A_H(x)) \) can result in a value different from \( \text{RN}_T(f(x)) \), even if \( A_H(x) \) is arbitrarily close to \( f(x) \) for some \( x \in T \).
As $A_{\mathbb{R}}(x)$ uses a polynomial approximation of $f(x)$, there is an inherent error of $|f(x) - A_{\mathbb{R}}(x)| > 0$. Further, the evaluation of $A_{\mathbb{H}}(x)$ experiences an error of $|A_{\mathbb{H}}(x) - A_{\mathbb{R}}(x)| > 0$. It is not possible to reduce both errors to 0. The error in approximating the polynomial can be reduced by using a polynomial of a higher degree or a piecewise polynomial. The numerical error in the evaluation of $A_{\mathbb{H}}(x)$ can be reduced by increasing the precision of $\mathbb{H}$. Typically, library developers make trade-offs between error and performance of the implementation.

Unfortunately, there is no known general method to analyze and predict the bound on the error for $A_{\mathbb{R}}(x)$ that guarantees $RN_T(A_{\mathbb{R}}(x)) = RN_T(f(x))$ for all $x$ because the error may need to be arbitrarily small. This problem is widely known as table-maker’s dilemma [Kahan 2004]. It states that there is no general method to predict the amount of precision in $\mathbb{H}$ such that the result is correctly rounded for $T$.

2.6 Why Not Use Existing Libraries for New Representations?

An alternative to developing math libraries for new representations is to use existing libraries. We can convert the input $x \in T$ to $x' = RN_T(x)$, where $T$ is the representation of interest and $T'$ is the representation that has a math library available (e.g., double). Subsequently, we can use a math library for $T'$ and round the result back to $T$. This strategy is appealing if a correctly rounded math library for $T'$ exists and $T'$ has significantly more precision bits than $T$.

However, using a correctly rounded math library designed for $T'$ to approximate $f(x)$ for $T$ can produce incorrect results for values in $T$. We illustrate this behavior by generating an approximation for the function $f(x) = 10^x$ in the Bfloat16 $\mathbb{B}$ representation (Figure 4). Let’s consider the input $x = -0.0181884765625 \in \mathbb{B}$. The real value of $f(x) \approx 0.95898435797 \ldots$ (black circle in Figure 4). This oracle result cannot be exactly represented in Bfloat16 and must be rounded. There are two Bfloat16 values adjacent to $f(x)$, $b_1 = 0.95703125$ and $b_2 = 0.9609375$. Since $b_1$ is closer to $f(x)$, the correctly rounded result is $RN_{\mathbb{B}}(10^x) = b_1$, which is represented by a black star in Figure 4.

If we use the correctly rounded f16 at math library to approximate $10^x$, we get the value, $y' = 0.958984375$, represented by red diamond in Figure 4. From the perspective of a 32-bit f16 at, $y'$ is a correctly rounded result, i.e. $y' = RN_{\text{float32}}(10^x) = 0.958984375$. Because $y' \notin \mathbb{B}$, we round $y'$ to Bfloat16 based on the rounding rule, $RN_{\mathbb{B}}(y') = b_2$. Therefore, the float math library rounds the result to $b_2$ but the correctly rounded result is $RN_{\mathbb{B}}(10^x) = b_1$.

Summary. Approximating an elementary function for representation $T$ using a math library designed for a higher precision representation $T'$ does not guarantee a correctly rounded result. Further, the math library for $T'$ probably requires higher accuracy than the one for $T$. Hence, it uses a higher degree polynomial, which causes it to be slower than the math library tailored for $T$. 

Fig. 4. Using a correctly rounded 32-bit FP math library to approximate $10^x$ for Bfloat16 results in wrong results. Horizontal axis represents a real number line. Given an input $x = -0.0181884765625$ that is exactly representable in Bfloat16, $b_1$ and $b_2$ represent the two closest Bfloat16 values to the real value of $10^x$. The correctly rounded Bfloat16 value is $b_1$ (black star). When we use the 32-bit FP library to compute $10^x$, it produces the value shown with red diamond, which then rounds to $b_2$ producing an incorrect result.
3 HIGH-LEVEL OVERVIEW

We provide a high-level overview of our methodology to generate correctly rounded math libraries. We will illustrate this methodology with an end-to-end example that creates correctly rounded results for $\ln(x)$ with FP5 (i.e., a 5-bit FP type shown in Figure 2(c)).

3.1 Our Methodology for Generating Correctly Rounded Elementary Functions

Given an elementary function $f(x)$ and a target representation $T$, our goal is to synthesize a polynomial that when used with range reduction (RR) and output compensation (OC) function produces the correctly rounded result for all inputs in $T$. The evaluation of the polynomial, range reduction, and output compensation are implemented in representation $H$, which has higher precision than $T$.

Our methodology for generating correctly rounded elementary functions is shown in Figure 1. Our methodology consists of four steps. First, we use an oracle (i.e., MPFR [Fousse et al. 2007] with a large number of precision bits) to compute the correctly rounded result of the function $f(x)$ for each input $x \in T$. In this step, a small sample of the entire input space can be used rather than using all inputs for a type with a large input domain.

Second, we identify an interval $[l, h]$ around the correctly rounded result such that any value in $[l, h]$ rounds to the correctly rounded result in $T$. We call this interval the rounding interval. Since the eventual polynomial evaluation happens in $H$, the rounding intervals are also in the $H$ representation. The internal computations of the math library evaluated in $H$ should produce a value in the rounding interval for each input $x$.

Third, we employ range reduction to transform input $x$ to $x'$. The generated polynomial will approximate the result for $x'$. Subsequently, we have to use an appropriate output compensation code to produce the final correctly rounded output for $x$. Both range reduction and output compensation happen in the $H$ representation and can experience numerical errors. These numerical errors should not affect the generation of correctly rounded results. Hence, we infer intervals for the reduced domain so that the polynomial evaluation over the reduced input domain produces the correct results for the entire domain. Given $x$ and its rounding interval $[l, h]$, we can compute the reduced input $x'$ with range reduction. The next task before polynomial generation is identifying the reduced rounding interval for $P(x')$ such that when used with output compensation it produces the correctly rounded result. We use the inverse of the output compensation function to identify the reduced interval $[l', h']$. Any value in $[l', h']$ when used with the implementation of output compensation in $H$ produces the correctly rounded results for the entire domain.

Fourth, we synthesize a polynomial of a degree $d$ using an arbitrary precision linear programming (LP) solver that satisfies the constraints (i.e., $l' \leq P(x') \leq h'$) when given a set of inputs $x'$. Since the LP solver produces coefficients for the polynomial in arbitrary precision, it is possible that some of the constraints will not be satisfied when evaluated in $H$. In such cases, we refine the reduced intervals for those inputs whose constraints are violated and repeat the above step. If the LP solver is not able to produce a solution, then the developer of the library has to either increase the degree of the polynomial or reduce the input domain.

If the inputs were sampled in the first step, we check whether the generated polynomial produces the correctly rounded result for all inputs. If it does not, then the input is added to the sample and the entire process is repeated. At the end of this process, the polynomial along with range reduction and output compensation when evaluated in $H$ produces the correctly rounded outputs for all inputs in $T$. 

Fig. 5. Our approach for $\ln(x)$ with FP5. (a) For each input $x$ in FP5, we accurately compute the correctly rounded result (black circle) and identify intervals around the result so that all values round to it. (b) For each input and corresponding interval computed in (a), we perform range reduction to obtain the reduced input. The number below a value on the x-axis represents the reduced input. The reduced interval to account for rounding errors in output compensation is also shown. Multiple distinct inputs can map to the same reduced input after range reduction (intervals with the same color). In such scenarios, we combine the reduce intervals by computing the common region in the intervals (highlighted in bold for each color with dotted lines). (c) The set of constraints that must be satisfied by the polynomial for the reduced input. (d) LP formulation for the generation of a polynomial of degree one. (e) The coefficients generated by the LP solver for the polynomial. (f) Generated polynomial satisfies the combined intervals.
3.2 Illustration of Our Approach with \( \ln(x) \) for FP5

We provide an end-to-end example of our approach by creating a correctly rounded result of \( \ln(x) \) for the FP5 representation shown in Figure 2(c) with the RNE rounding mode. The \( \ln(x) \) function is defined over the input domain \((0, \infty)\). There are 11 values ranging from 0.25 to 3.5 in FP5 within \((0, \infty)\). We show the generation of the polynomial with FP5 for pedagogical reasons. With FP5, it is beneficial to create a pre-computed table of correctly rounded results for the 11 values.

Our strategy is to approximate \( \ln(x) \) by using \( \log_2(x) \). Hence, we perform range reduction and output compensation using the properties of logarithm: \( \ln(x) = \frac{\log_2(x)}{\log_2(e)} \) and \( \log_2(x \times y^2) = \log_2(x) + \log_2(y) \). We decompose the input \( x \) as \( x = x' \times 2^n \) where \( x' \) is the fractional value represented by the mantissa, i.e. \( x' \in [1, 2) \), and \( n \) is the exponent of the value. We use \( \ln(x) = \frac{\log_2(x'+m)}{\log_2(e)} \) for our range reduction. We construct the range reduction function \( RR(x) \) and the output compensation function \( OC(y', x) \) as follows,

\[
RR(x) = fr(x), \quad OC(y', x) = \frac{y' + \exp(x)}{\log_2(e)}
\]

where \( fr(x) \) returns the fractional part of \( x \) (i.e., \( x' \in [1, 2) \)) and \( \exp(x) \) returns the exponent of \( x \) (i.e., \( n \)). Then, our polynomial approximation \( P(x') \) should approximate the function \( \log_2(x) \) for the reduced input domain \( x' \in [1, 2) \). The various steps of our approach are illustrated in Figure 5.

**Step 1: Identifying the correctly rounded result.** There are a total of 11 FP5 values in the input domain of \( \ln(x) \), \((0, \infty)\). These values are shown on the x-axis in Figure 5(a). Other values are special cases. They are captured by the precondition for this function (i.e., \( x = 0 \) or \( x = \infty \)). Our goal is to generate the correctly rounded results for these 11 FP5 values. For each of these 11 inputs \( x \), we use an oracle (i.e., MPFR math library) to compute \( y \), which is the correctly rounded value of \( \ln(x) \). Figure 5(a) shows the correctly rounded result for each input as a black dot.

**Step 2: Identifying the rounding interval \([l, h]\).** The range reduction, output compensation, and polynomial evaluation are performed with the double type. The double result of the evaluation is rounded to FP5 to produce the final result. The next step is to find a rounding interval \([l, h]\) in the double type for each output. Figure 5(a) shows the rounding interval for each FP5 output using the blue (upper bound) and orange (lower bound) bracket.

Let us suppose that we want to compute the rounding interval for \( y = 1.0 \), which is the correctly rounded result of \( \ln(2.5) \). To identify the lower bound \( l \) of the rounding interval for \( y = 1.0 \), we first identify the preceding FP5 value, which is 0.75. Then we find a value \( v \) between 0.75 and 1.0 such that values greater than or equal to \( v \) rounds to 1.0. In our case, \( v = 0.875 \), which is the lower bound. Similarly, to identify the upper bound \( h \), we identify the FP5 value succeeding 1.0, which is 1.25. We find a value \( u \) such that any value less than or equal to \( u \) rounds to 1.0. In our case, the upper bound is \( h = 1.125 \). Hence, the rounding interval for \( y = 1.0 \) is \([0.875, 1.125]\). Figure 6 shows the intervals for a small subset of FP5.

![Fig. 6](image-url)
Step 3-a: Computing the reduced input $x'$ and the reduced interval $[l', h']$. We perform range reduction and generate a polynomial that computes $\log_2(x)$ for all reduced inputs in $[1, 2)$. The next step is to identify the reduced input and the rounding interval for the reduced input such that it accounts for any numerical error in output compensation. Figure 5(b) shows the reduced input (number below the value on the x-axis) and the reduced interval for each input.

To identify the reduced rounding interval, we use the inverse of the output compensation function, which exists if $OC$ is continuous and bijective over real numbers. For example, for the input $x = 3.5 = 1.75 \times 2^1$, the output compensation function is,

$$OC(y', 3.5) = \frac{y' + 1}{\log_2(e)}$$

The inverse is

$$OC^{-1}(y, 3.5) = y \log_2(e) - 1$$

We use the inverse of the output compensation function to compute the candidate reduced interval $[l', h']$ by computing $l' = OC^{-1}(l, x)$ and $h' = OC^{-1}(h, x)$. Then, we verify that the output compensation result of $l'$ (i.e., $OC(l', x)$) and $h'$ (i.e., $OC(h', x)$), when evaluated in double results in $[l, h]$. If it does not, then we iteratively refine the reduced interval by restricting $[l', h']$ to a smaller interval until both $OC(l', x)$ and $OC(h', x)$ evaluated in double results lie in $[l, h]$. The vertical bars in Figure 5(b) show the reduced input for each $x$ and its corresponding reduced rounded interval.

Step 3-b: Combining the reduced intervals. Multiple inputs from the original input domain can map to the same reduced input after range reduction. In our example, both $x_1 = 1.25$ and $x_2 = 2.5$ reduce to $x' = 1.25$. However, the reduced intervals that we compute for $x_1$ and $x_2$ are $[l_1', h_1']$ and $[l_2', h_2']$, respectively. They are not exactly the same. In Figure 5(b), the reduced intervals corresponding to the original inputs that map to the same reduced input are colored with the same color. The reduced intervals for $x_1 = 1.25$ and $x_2 = 2.5$ are colored in blue.

The reduced interval for $x_1$ indicates that $P(1.25)$ must produce a value in $[l_1', h_1']$ such that the final result, after evaluating the output compensation function in double, is the correctly rounded value of $\ln(1.25)$. The reduced interval for $x_2$ indicates that $P(1.25)$ must produce a value in $[l_2', h_2']$ such that the final result is the correct value of $\ln(2.5)$. To produce the correctly rounded result for both inputs $x_1$ and $x_2$, $P(1.25)$ must produce a value that is in both $[l_1', h_1']$ and $[l_2', h_2']$. Thus, we combine all reduced intervals that correspond to the same reduced input by computing the common interval. Figure 5(b) shows the common interval for a given reduced input using a darker shade. At the end of this step, we are left with one combined interval for each reduced input.

Step 4: Generating the Polynomial for the reduced input. The combined intervals specify the constraints on the output of the polynomial for each reduced input, which when used with output compensation in double results in a correctly rounded result for the entire domain. Figure 5(c) shows the constraints for $P(x')$ for each reduced input.

To synthesize a polynomial $P(x')$ of a particular degree (the degree is 1 in this example), we encode the problem as a linear programming (LP) problem that solves for the coefficients of $P(x')$. We look for a polynomial that satisfies constraints for each reduced input (Figure 5(d)). We use an LP solver to solve for the coefficients and find $P(x')$ with the coefficients in Figure 5(e). The generated polynomial $P(x')$ satisfies all the linear constraints as shown in Figure 5(f). Finally, we also verify that the generated polynomial when used with range reduction and output compensation produces the correctly rounded results for all inputs in the original domain.

4 OUR METHODOLOGY FOR GENERATING CORRECTLY ROUNDED LIBRARIES

Our goal is to create approximations for an elementary function $f(x)$ that produces correctly rounded results for all inputs in the target representation ($\mathbb{T}$).
**Definition 4.1.** A function that approximates an elementary function \( f(x) \) is a correctly rounded function for the target representation \( \mathbb{T} \) if it produces \( y = RN_T(f(x)) \) for all \( x \in \mathbb{T} \).

Intuitively, the result produced by the approximation should be the same as the result obtained when \( f(x) \) is evaluated with infinite precision and then rounded to the target representation. It may be beneficial to develop precomputed tables with correctly rounded results of elementary functions for small data types (e.g., FP5). However, it is infeasible (due to memory overheads) to store such tables for every elementary function even with modestly sized data types.

We propose a methodology that produces polynomial approximation and stores a few coefficients for evaluating the polynomial. There are three main challenges in generating a correctly rounded result with polynomial approximations. First, we have to generate polynomial approximations that produce the correct result and are efficient to evaluate. Second, the polynomial approximation should consider rounding errors with range reduction and output compensation that are implemented in some finite precision representation. Third, the polynomial evaluation also is implemented with finite precision and can experience numerical errors.

We will use \( A_{\mathbb{H}}(x) \) to represent the approximation of the elementary function \( f(x) \) produced with our methodology while using a representation \( \mathbb{H} \) to perform polynomial evaluation, range reduction, and output compensation. The result of \( A_{\mathbb{H}}(x) \) is rounded to \( \mathbb{T} \) to produce the final result. Hence, \( A_{\mathbb{H}}(x) \) is composed of three functions: \( A_{\mathbb{H}}(x) = OC_{\mathbb{H}}(P_{\mathbb{H}}(RR_{\mathbb{H}}(x)), x) \) where \( y' = P_{\mathbb{H}}(x') \) is the polynomial approximation function, \( x' = RR_{\mathbb{H}}(x) \) is the range reduction function, and \( OC_{\mathbb{H}}(y', x) \) is the output compensation function.

All three functions, \( RR_{\mathbb{H}}(x), P_{\mathbb{H}}(x'), \) and \( OC_{\mathbb{H}}(y', x) \) are evaluated in \( \mathbb{H} \). Given \( RR_{\mathbb{H}}(x) \) and \( OC_{\mathbb{H}}(y', x) \) for a particular elementary function \( f(x) \), the task is to create an approximation that produces correctly rounded results involves synthesizing a polynomial \( P_{\mathbb{H}}(x) \) such that final result generated by \( A_{\mathbb{H}}(x) \) is a correctly rounded result for all inputs \( x \).

Our methodology for identifying \( A_{\mathbb{H}}(x) \) that produces correctly rounded outputs is pictorially shown in Figure 1. In our approach, we assume the existence of an oracle, which generates the correct real result, to generate the polynomial approximation for a target representation \( \mathbb{T} \). We can use existing MPFR libraries with large precision as an oracle. Typically, the polynomial approximation is closely tied to techniques used for range reduction and the resulting output compensation. We also require that the output compensation function (OC) is invertible (i.e., continuous and bijective). The degree of the polynomial is an input provided by the developer of the math library. The top-level algorithm shown in Figure 7 identifies a polynomial approximation of degree \( d \). If it is unable to find one, the developer of the math library should explore one with a higher degree.

Our approach has four main steps. First, we compute \( y \in \mathbb{T} \), the correctly rounded result of \( f(x) \), i.e., \( y = RN_T(f(x)) \) for each input \( x \) (or a sample of the inputs for a large data type) using our oracle. Then, we identify the rounding interval \( I = [l, h] \subseteq \mathbb{H} \) where all values in the interval round to \( y \). The pair \((x, I)\) specifies that \( A_{\mathbb{H}}(x) \) must produce a value in \( I \) such that \( A_{\mathbb{H}}(x) \) rounds to \( y \). The function \( \text{CalcRndIntervals} \) in Figure 7 returns a list \( L \) that contains a pair \((x, I)\) for all inputs \( x \).

Second, we compute the reduced input \( x' \) using range reduction and a reduced interval \( I' = [l', h'] \) for each pair \((x, I) \in L \). The reduced interval \( I' = [l', h'] \) ensures that any value in \( I' \) when used with output compensation code results in a value in \( I \). This pair \((x', I')\) specifies the constraints for the output of the polynomial approximation \( P_{\mathbb{H}}(x') \) so \( A_{\mathbb{H}}(x) \) rounds to the correctly rounded result. The function \( \text{CalcRedIntervals} \) returns a list \( L' \) with such reduced constraints for all inputs \( x \).

Third, multiple inputs from the original input domain will map to the same input in the reduced domain after range reduction. Hence, there will be multiple reduced constraints for each reduced input \( x' \). The polynomial approximation, \( P_{\mathbb{H}}(x') \), must produce a value that satisfies all the reduced constraints to ensure that \( A_{\mathbb{H}}(x) \) produces the correct value for all inputs when rounded. Thus,
Function CorrectlyRoundedPoly(f, T, H, X, RR_H, OC_H, d):
1. \( L \leftarrow \text{CalcRndIntervals}(f, T, H, X) \)
2. if \( L = \emptyset \) then return (false, DNE)
3. \( L' \leftarrow \text{CalcRedIntervals}(L, H, RR_H, OC_H) \)
4. if \( L' = \emptyset \) then return (false, DNE)
5. \( \Lambda \leftarrow \text{CombineRedIntervals}(L') \)
6. if \( \Lambda = \emptyset \) then return (false, DNE)
7. \( S, P_H \leftarrow \text{GeneratePoly}(\Lambda, d) \)
8. if \( S = \text{true} \) then return (true, \( P_H \))
9. else return (false, DNE)

Function CalcRndIntervals(f, T, H, X):
1. \( L \leftarrow \emptyset \)
2. foreach \( x \in X \) do
3. \( y \leftarrow \text{RN}_T(f(x)) \)
4. \( I \leftarrow \text{GetRndInterval}(y, T, H) \)
5. if \( I = \emptyset \) then return \( \emptyset \)
6. \( L \leftarrow L \cup \{(x, I)\} \)
7. end
8. return \( L \)

Function GetRndInterval(y, T, H):
11. \( t_l \leftarrow \text{GetPrecVal}(y, T) \)
12. \( t \leftarrow \min \{ v \in H \mid v \in [t_l, y) \text{ and } \text{RN}_T(v) = y \} \)
13. \( t_u \leftarrow \text{GetSuccVal}(y, T) \)
14. \( h \leftarrow \max \{ v \in H \mid v \in [y, t_u) \text{ and } \text{RN}_T(v) = y \} \)
15. return \([l, h]\)

Fig. 7. Our approach to generate a polynomial approximation \( P_H(x) \) that produces the correctly rounded result for all inputs. On successfully finding a polynomial, it returns (true, \( P_H \)). Otherwise, it returns (false, DNE) where DNE means that the polynomial Does-Not-Exist. Functions, CalcIntervals, CalcRedIntervals, CombineRedIntervals, and GeneratePoly are shown in Figure 8, Figure 9, and Figure 10, respectively.

we combine all reduced intervals for each unique reduced input \( x' \) and produce the pair \((x', \Psi)\) where \( \Psi \) represents the combined interval. Function CombineRedIntervals in Figure 7 returns a list \( \Lambda \) containing the constraint pair \((x', \Psi)\) for each unique reduced input \( x' \). Finally, we generate a polynomial of degree \( d \) using linear programming so that all constraints \((x', \Psi) \in \Lambda \) are satisfied. Next, we describe these steps in detail.

4.1 Calculating the Rounding Interval

The first step in our approach is to identify the values that \( A_H(x) \) must produce so that the rounded value of \( A_H(x) \) is equal to the correctly rounded result of \( y = f(x) \), i.e. \( \text{RN}_T(A_H(x)) = \text{RN}_T(y) \), for each input \( x \in X \). Our key insight is that it is not necessary to produce the exact value of \( y \) to produce a correctly rounded result. It is sufficient to produce any value in \( H \) that rounds to the correct result.

For a given rounding mode and an input, we are looking for an interval \( I = [l, h] \) around the oracle result that produces the correctly rounded result. We call this the rounding interval.

Given an elementary function \( f(x) \) and an input \( x \in X \), we define an interval \( I \) that is representable in \( H \) such that \( \text{RN}_T(v) = \text{RN}_T(f(x)) \) for all \( v \in I \). If \( A_H(x) \in I \), then rounding the result of \( A_H(x) \) to \( T \) produces the correctly rounded result \( (i.e., \text{RN}_T(A_H(x)) = \text{RN}_T(f(x))) \). For each input \( x \), if \( A_H(x) \) can produce a value that lies within its corresponding rounding interval, then it will
produce a correctly rounded result. Thus, the pair \((x, I)\) for each input \(x\) defines constraints on the output of \(A_H(x)\) such that \(RN_T(A_H(x))\) is a correctly rounded result.

Figure 8 presents our algorithm to compute constraints \((x, I)\). For each input \(x\) in our input domain \(X\), we compute the correctly rounded result of \(f(x)\) using an oracle and produce \(y\). Next, we compute the rounding interval of \(y\) where all values in the interval round to \(y\). The rounding interval can be computed as follows. First, we identify \(t_l\), the preceding value of \(y\) in \(T\) (line 11 in Figure 8). Then we find the minimum value \(l \in H\) between \(t_l\) and \(y\) where \(l\) rounds to \(y\) (line 12 in Figure 8). Similarly for the upper bound, we identify \(t_u\), the succeeding value of \(y\) in \(T\) (line 13 in Figure 8), and find the maximum value \(h \in H\) between \(y\) and \(t_u\) where \(h\) rounds to \(y\) (line 14 in Figure 8). Then, \([l, h]\) is the rounding interval of \(y\) and all values in \([l, h]\) round to \(y\). Thus, the pair \((x, [l, h])\) specifies a constraint on the output of \(A_H(x)\) to produce the correctly rounded result for input \(x\). We generate such constraints for each input in the entire domain (or for a sample of inputs) and produce a list of such constraints (lines 7-9 in Figure 8).

### 4.2 Calculating the Reduced Input and Reduced Interval

After the previous step, we have a list of constraints, \((x, I)\), that need to be satisfied by our approximation \(A_H(x)\) to produce correctly rounded outputs. If we do not perform any range reduction, then we can generate a polynomial that satisfies these constraints. However, it is necessary to perform range reduction (RR) in practice to reduce the complexity of the polynomial and to improve performance. Range reduction is accompanied by output compensation (OC) to produce the final output. Hence, \(A_H(x) = OC_H(P_H(RR_H(x))), x\). Our goal is to synthesize a polynomial \(P_H(x')\) that operates on the range reduced input \(x'\) and \(A_H(x) = OC_H(P_H(RR_H(x)), x)\) produces a value in \(I\) for each input \(x\), which rounds to the correct output.

To synthesize this polynomial, we have to identify the reduced input and the reduced interval for an input \(x\) such that \(A_H(x)\) produces a value in the rounding interval \(I\) corresponding to \(x\). The reduced input is available by applying range reduction \(x' = RR(x)\). Next, we need to compute the reduced interval corresponding to \(x'\). The output of the polynomial on the reduced input will be used to the output compensation function to compute the output for the original input. For the reduced input \(x'\) corresponding to the original input \(x\), \(y' = P_H(x')\), \(A_H(x) = OC_H(y', x)\), and \(A_H(x)\) must be within the interval \(I\) for input \(x\) to produce a correct output. Hence, our high-level strategy is to use the inverse of the output compensation function to compute the reduced interval, which is feasible when the output compensation function is continuous and bijective. In our experience, all commonly used output compensation functions are continuous and bijective.

However, the output compensation function is evaluated in \(H\), which necessitates us to take any numerical error in output compensation with \(H\) into account. Figure 9 describes our algorithm to compute reduced constraint \((x', I')\) for each \((x, I) \in L\) when the output compensation is performed in \(H\).

To compute the reduced interval \(I'\) for each constraint pair \((x, [l, h])\) \(\in L\), we evaluate the values \(v_1 = OC_H^{-1}(l, x)\) and \(v_2 = OC_H^{-1}(h, x)\) and create an interval \([\alpha, \beta] = [v_1, v_2]\) if \(OC_H(y', x)\) is an increasing function (lines 5-6 in Figure 9) or \([v_2, v_1]\) if \(OC_H(y', x)\) is a decreasing function (line 7 in Figure 9). The interval \([\alpha, \beta]\) is a candidate for \(I'\). Then, we verify that the output compensated value of \(\alpha\) is in \([l, h]\) (i.e., \(I\)). If it is not, we replace \(\alpha\) with the succeeding value in \(H\) and repeat the process until \(OC_H(\alpha, x)\) is in \(I\) (lines 8-11 in Figure 9). Similarly, we verify that the output compensated value of \(\beta\) is in \([l, h]\) and repeatedly replace \(\beta\) with the preceding value in \(H\) if it is not (lines 12-15 in Figure 9). If \(\alpha > \beta\) at any point during this process, then it indicates that there is no polynomial \(P(x')\) that can produce the correct result for all inputs. As there are only finitely many values between \([\alpha, \beta]\) in \(H\), this process terminates. In the case when our algorithm is not able to
combines all reduced constraints with the same value in \( I \). Reduced interval \( \hat{x} \) outputs for all inputs before range reduction. Otherwise, we create a pair of interval does not exist, then it is infeasible to find a single polynomial \( P \). \( \Psi \) input \( \hat{A} \) that range reduced to the same reduced input. More specifically, there can exist multiple constraints reduced input \( x \) produces the correct value for the input \( x \) pair \((\text{CalcRedIntervals})\). Fig. 9. CalcRedIntervals computes the reduced input \( x' \) and the reduced interval \( l' \) for each constraint pair \((x, l)\) in \( L \). The reduced constraint pair \((x', l')\) specifies the bound on the output of \( P(x) \) such that it produces the correct value for the input \( x \). CombineRedIntervals combines any reduced constraints with the same reduced input, i.e. \((x_1', l_1')\) and \((x_2', l_2')\) where \( x_1' = x_2' \) into a single combined constraint \((x, \Psi)\) by computing the common interval range in \( l_1' \) and \( l_2' \). find a polynomial, the user can provide either a different range reduction/output compensation function or increase the precision to be higher than \( H \). If the resulting interval \([\alpha, \beta] \neq \emptyset\), then \( l' = [\alpha, \beta] \) is our reduced interval. The reduced constraint pair, \((x', [\alpha, \beta])\) created for each \((x, l) \in L \) specifies the constraint on the output of \( P(x) \) such that \( A_H(x) \in I \). Finally, we create a list \( L' \) containing such reduced constraints.

4.3 Combining the Reduced Constraints

Each reduced constraint \((x', l') \in L'\) corresponds to a constraint \((x, l) \in L \). It specifies the bound on the output of \( P(x) \) i.e., \( P(x') \in l' \) should be satisfied, which ensures \( A_H(x) \) produces a value in \( l_i \). Range reduction reduces the original input \( x_i \) in the entire input domain of \( f(x) \) to a reduced input \( x_i' \) in the reduced domain. Hence, multiple inputs in the entire input domain can be range reduced to the same reduced input. More specifically, there can exist multiple constraints \((x_1, l_1), (x_2, l_2), \ldots \in L \) such that \( RR_H(x_1) = RR_H(x_2) = \hat{x} \). Consequently, \( L' \) can contain reduced constraints \((\hat{x}, l'_1), (\hat{x}, l'_2), \ldots \in L' \). The polynomial \( P_H(\hat{x}) \) must produce a value in \( l'_i \) to guarantee that \( A_H(x_1) \in I_1 \). It must also be within \( l'_i \) to guarantee \( A_H(x_2) \in I_2 \). Hence, for each unique reduced input \( \hat{x} \), \( P_H(\hat{x}) \) must satisfy all reduced constraints corresponding to \( \hat{x} \), i.e. \( P_H(\hat{x}) \in l'_i \cap l'_2 \).

The function CombineRedIntervals in Figure 9 combines all reduced constraints with the same reduced input by identifying the common interval (\( \Psi \) in line 24 in Figure 9). If such a common interval does not exist, then it is infeasible to find a single polynomial \( P_H(x') \) that produces correct outputs for all inputs before range reduction. Otherwise, we create a pair \((\hat{x}, \Psi)\) for each unique reduced interval \( \hat{x} \) and produce a list of constraints \( \Lambda \) (line 26 in Figure 9).

4.4 Generating the Polynomial Using Linear Programming

Each reduced constraint \((x', [l', h']) \in \Lambda\) requires that \(P_{\mathbb{H}}(x')\) satisfy the following condition: \(l' \leq P_{\mathbb{H}}(x') \leq h'\). This constraint ensures that when \(P_{\mathbb{H}}(x')\) is combined with range reduction and output compensation, it produces the correctly rounded result for all inputs. When we are trying to generate a polynomial of degree \(d\), we can express each of the above constraints in the form:

\[
l' \leq c_0 + c_1 x' + c_2 (x')^2 + \ldots + c_d (x')^d \leq h'
\]

The goal is to find coefficients for the polynomial evaluated in \(\mathbb{H}\). Here, \(x', l'\) and \(h'\) are constants from perspective of finding the coefficients. We can express all constraints \((x'_i, [l'_i, h'_i]) \in \Lambda\) in a single system of linear inequalities as shown below, which can be solved using a linear programming (LP) solver.

\[
\begin{bmatrix}
  l'_1 \\
  l'_2 \\
  \vdots \\
  l'_{|\Lambda|}
\end{bmatrix} \leq \begin{bmatrix} 1 & x'_1 & \ldots & (x'_1)^d \\
  1 & x'_2 & \ldots & (x'_2)^d \\
  \vdots & \vdots & \ddots & \vdots \\
  1 & x'_{|\Lambda|} & \ldots & (x'_{|\Lambda|})^d
\end{bmatrix} \begin{bmatrix} c_0 \\
  c_1 \\
  \vdots \\
  c_d
\end{bmatrix} \leq \begin{bmatrix} 1 & 1 & \ldots & (x')^d \\
  1 & 1 & \ldots & (x')^d \\
  \vdots & \vdots & \ddots & \vdots \\
  1 & 1 & \ldots & (x')^d
\end{bmatrix} \begin{bmatrix} h'_1 \\
  h'_2 \\
  \vdots \\
  h'_{|\Lambda|}
\end{bmatrix}
\]

Given a system of inequalities, the LP solver finds a solution for the coefficients with real numbers. The polynomial when evaluated in real (\(i.e.\ P_{\mathbb{R}}(x')\)) satisfies all constraints in \(\Lambda\). However, numerical errors in polynomial evaluation in \(\mathbb{H}\) can cause the result to not satisfy \(\Lambda\). We propose a search-and-refine approach to address this problem. We use the LP solver to solve for the coefficients of \(P_{\mathbb{H}}(x')\) that satisfy \(\Lambda\) and then check if \(P_{\mathbb{H}}(x')\) that evaluates \(P_{\mathbb{H}}(x')\) in \(\mathbb{H}\) satisfies the constraints in \(\Lambda\). If \(P_{\mathbb{H}}(x')\) does not satisfy a constraint \((x', [l', h']) \in \Lambda\), then we refine the reduced interval \([l', h']\) to a smaller interval. Subsequently, we use the LP solver to generate the coefficients of \(P_{\mathbb{H}}(x')\) for the refined constraints. This process is repeated until either \(P_{\mathbb{H}}(x')\) satisfies all reduced constraints in \(\Lambda\) or the LP solver determines that there is no polynomial that satisfies all the constraints.
Figure 10 provides the algorithm used for generating the coefficients of the polynomial using the LP solver. Υ tracks the refined constraints for \( P_{\mathbb{Z}}(x') \) during our search-and-refine process. Initially, Υ is set to Λ (line 2 in Figure 10). Here, Υ is used to generate the polynomial and Λ is used to verify that the generated polynomial satisfies all constraints. If the generated polynomial does not satisfy Λ, we restrict the intervals in Υ.

We use an LP solver to solve for the coefficients of the \( P_{\mathbb{R}}(x') \) that satisfy all constraints in Υ (line 4 in Figure 10). If the LP solver cannot find the coefficients, our algorithm concludes that it is not possible to generate a polynomial and terminates (line 5 in Figure 10). Otherwise, we create \( P_{\mathbb{Z}}(x') \) that evaluates \( P_{\mathbb{R}}(x') \) in \( \mathbb{H} \) by rounding all coefficients to \( \mathbb{H} \) and perform all operations in \( \mathbb{H} \) (line 6 in Figure 10). The resulting \( P_{\mathbb{Z}}(x') \) is a candidate for the correct polynomial for \( A_{\mathbb{Z}}(x) \).

Next, we verify that \( P_{\mathbb{Z}}(x') \) satisfies all constraints in Λ (line 7 in Figure 10). If \( P_{\mathbb{Z}}(x') \) satisfies all constraints in Λ, then our algorithm returns the polynomial. If there is a constraint \( (x', [l', h']) \in \Lambda \) that is not satisfied by \( P_{\mathbb{Z}}(x') \), then we further restrict the interval \( (x', [\sigma, \mu]) \) in Υ corresponding to the reduced input \( x' \). If \( P_{\mathbb{Z}}(x') \) is smaller than the lower bound of the interval constraint in Λ (i.e., \( l' \)), then we restrict the lower bound of the interval constraint \( \sigma \) in Υ to the value succeeding \( \sigma \) in \( \mathbb{H} \) (lines 13-16 in Figure 10). This forces the next coefficients for \( P_{\mathbb{Z}}(x') \) that we generate using the LP solver to produce a value larger than \( l' \). Likewise, if \( P_{\mathbb{Z}}(x') \) produces a value larger than the upper bound of the interval constraint in Λ (i.e., \( h' \)), then we restrict the upper bound of the interval constraint \( \mu \) in Υ to the value preceding \( \mu \) in \( \mathbb{H} \) (lines 17-20 in Figure 10).

We repeat this process of generating a new candidate polynomial with the refined constraints Υ until it satisfies all constraints in Λ or the LP solver determines that it is infeasible. If a constraint \( (x', [\sigma, \mu]) \in \Upsilon \) is restricted to the point where \( \sigma > \mu \) (or \( [\sigma, \mu] = \emptyset \)), then the LP solver will determine that it is infeasible to generate the polynomial. When we are successful in generating a polynomial, then \( P_{\mathbb{Z}}(x) \) used in tandem with range reduction and the output compensation in \( \mathbb{H} \) is checked to ascertain that it produces the correctly rounded results for all inputs.

5 EXPERIMENTAL EVALUATION

This section describes our prototype for generating correctly rounded elementary functions and the math library we developed for Bfloat16, posit, and float data types. We present case studies for approximating elementary functions \( 10^x, \ln(x), \log_2(x), \) and \( \log_{10}(x) \) with our approach for various types. We also evaluate the performance of our correctly rounded elementary functions with state-of-the-art approximations.

5.1 RLibm Prototype and Experimental Setup

Prototype. We use RLibm to refer to our prototype for generating correctly rounded elementary functions and the resulting math libraries generated from it. RLibm supports Bfloat16, Posit16 (16-bit posit type in the Posit standard [Gustafson 2017]), and the 32-bit float type in the FP representation. The user can provide custom range reduction and output compensation functions. The prototype uses the MPFR library [Fousse et al. 2007] with 2,000 precision bits as the oracle to compute the real result of \( f(x) \) and rounds it to the target representation. Although there is no bound on the precision to compute the oracle result (i.e., Table-maker’s dilemma), prior work has shown around 160 precision bits in the worst case is empirically sufficient for the double representation [Lefèvre and Muller 2001]. Hence, we use 2,000 precision bits with the MPFR library to compute the oracle result. The prototype uses SoPlex [Gleixner et al. 2015, 2012], an exact rational LP solver as the arbitrary precision LP solver for polynomial generation from constraints.

RLibm’s math library contains correctly rounded elementary functions for multiple data types. It contains twelve functions for Bfloat16 and eleven functions for Posit16. The library produces...
the correctly rounded result for all inputs. To show that our approach can be used with large data
types, RLibm also includes a correctly rounded \( \log_{2}(x) \) for the 32-bit float type.

RLibm performs range reduction and output compensation using the double type. We use state-
of-the-art range reduction techniques for various elementary functions. Additionally, we split the
reduced domain into multiple disjoint smaller domains using the properties of specific elementary
functions to generate efficient polynomials. We evaluate all polynomials using the Horner’s method,
i.e. \( P(x) = c_{0} + x(c_{1} + x(c_{2} + \ldots)) \) [Borwein and Erdelyi 1995], which reduces the number of
operations in polynomial evaluation. Our technical report provides details on range reduction,
output compensation, and the polynomial generated and the coefficients for each function for each
data type [Lim et al. 2020a].

The entire RLibm prototype is written in C++. RLibm is open-source [Lim and Nagarakatte
2020a,b]. Although we have not optimized RLibm for a specific target, it already has better perfor-
mance than state-of-the-art approaches.

Experimental setup. We describe our experimental setup to check the correctness and perfor-
mance of RLibm. There is no math library specifically designed for Bfloat16 available. To compare
the performance of our Bfloat16 elementary functions, we convert the Bfloat16 input to a float
or a double, use glibc’s (and Intel’s) float or double math library function, and then convert
the result back to Bfloat16. We use SoftPosit-Math library [Leong 2019] to compare our Posit16
functions. We also compare our float \( \log_{2}(x) \) function to the one in glibc/Intel’s library.

For our performance experiments, we compiled the functions in RLibm with g++ at the O3
optimization level. All experiments were conducted on a machine with 4.20GHz Intel i7-7700K
processor and 32GB of RAM, running the Ubuntu 16.04 LTS operating system. We count the number
of cycles taken to compute the correctly rounded result for each input using hardware performance
counters. We use both the average number of cycles per input and total cycles for all inputs to
compare performance.

5.2 Correctly Rounded Elementary Functions in RLibm

Table 1(a) shows that RLibm produces the correctly rounded result for all inputs with numerous
elementary functions for the Bfloat16 representation. In contrast to RLibm, we discovered that re-
purposing existing glibc’s or Intel’s float library for Bfloat16 did not produce the correctly
rounded result for all inputs. The case with input \( x = -0.0181884765625 \) for \( \exp(10)(x) \) was already
discussed in Section 2.6. This case is interesting because both glibc’s and Intel’s float math
library produces the correctly rounded result of \( \exp(10)(x) \) with respect to the float type. However,
the result for Bfloat16 is wrong. We found that both glibc’s and Intel’s double library produce
the correctly rounded result for all inputs for Bfloat16. Our experience during this evaluation
illustrates that a correctly rounded function for \( T^\prime \) does not necessarily produce a correctly rounded
library for \( T \) even if \( T^\prime \) has more precision that \( T \).

Table 1(b) reports that RLibm produces correctly rounded results for all inputs with elementary
functions for Posit16. We found that SoftPosit-Math functions also produce the correctly rounded
result for the available functions. However, functions \( \log(10)(x), \exp(10)(x), \sinh(x), \) and \( \cosh(x) \) are
not available in the SoftPosit-Math library.

Table 1(c) reports that RLibm produces the correctly rounded results for \( \log_{2}(x) \) for all inputs
with the 32-bit float data type. The corresponding function in glibc’s and Intel’s double library
produces the correct result for all inputs. However, glibc’s and Intel’s float math library does
not produce the correctly rounded result for all inputs. We found approximately fourteen million
inputs where glibc’s float library produces the wrong result and 276 inputs where Intel’s float
library produces the wrong result. In summary, we are able to generate correctly rounded results
for many elementary functions for various representations using our proposed approach.
Table 1. (a) The list of Bfloat16 functions used for our evaluation. The second column shows whether RLibm produces the correct result for all inputs. The third column and fourth column shows whether glibc’s float and Intel’s float library produces the correct result for all Bfloat16 inputs. We use ✓ to indicate correctly rounded results and ✗, otherwise. (b) The list of Posit16 functions used. The second column shows whether RLibm produces the correct results for all inputs. The third column shows whether the functions in SoftPosit-Math produces correctly rounded results for all inputs. N/A indicates that function is not available in SoftPosit-Math. (c) The float function used. First column indicates whether RLibm produces the correctly rounded result for all inputs. In the second and third column, we show whether glibc’s float and Intel’s float math library produce the correct result for all inputs.

<table>
<thead>
<tr>
<th>Bfloat16 Functions</th>
<th>Using RLibm</th>
<th>Using glibc float</th>
<th>Using Intel float</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>log2(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>log10(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>exp(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>exp2(x)</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>exp10(x)</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>sinpi(x)</td>
<td>✓</td>
<td>N/A</td>
<td>✗</td>
</tr>
<tr>
<td>cospi(x)</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
</tr>
<tr>
<td>sqrt(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>cbtrt(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>sinh(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>cosh(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

(a) Correctly rounded results with Bfloat16

<table>
<thead>
<tr>
<th>Posit16 Functions</th>
<th>Using RLibm</th>
<th>Using glibc float</th>
<th>Using SoftPosit-Math</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>log2(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>log10(x)</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>sinpi(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>cospi(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>sqrt(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>exp(x)</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
</tr>
<tr>
<td>exp2(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>exp10(x)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>sinh(x)</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
</tr>
<tr>
<td>cosh(x)</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
</tr>
</tbody>
</table>

(b) Correctly rounded results with Posit16

<table>
<thead>
<tr>
<th>float Functions</th>
<th>Using RLibm</th>
<th>Using glibc float</th>
<th>Using Intel float</th>
</tr>
</thead>
<tbody>
<tr>
<td>log2(x)</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
</tbody>
</table>

(c) Correctly rounded result with 32-bit float

Table 2 provides details on the polynomials for each elementary function and for each data type. For some elementary functions, we had to generate piecewise polynomials using a trial-and-error approach. As the degree of the generated polynomials and the number of terms in the polynomial are small, the resulting libraries are faster than the state-of-the-art libraries. The time taken by our tool to generate the resulting polynomials depends on the bit-width and the degree of the polynomial. It ranges from a few seconds to a few minutes.

5.3 Performance Evaluation of Elementary Functions in RLibm

We empirically compare the performance of the functions in RLibm for Bfloat16, Posit16, and a 32-bit float type to the corresponding ones in glibc, Intel, and SoftPosit-Math libraries.

5.3.1 Performance of Bfloat16 Functions in RLibm. To measure performance, we measure the amount of time it takes for RLibm to produce a Bfloat16 result given a Bfloat16 input for all inputs. Similarly, we measure the time taken by glibc and Intel libraries to produce a Bfloat16 output given a Bfloat16 input. As sinpi(x) and cospi(x) are not available in glibc’s libm, we transform sinpi(x) = sin(πx) and cospi(x) = cos(πx) before using glibc’s sin and cos functions. Intel’s libm provides implementations of sinpi(x) and cospi(x).

Figure 11(a) shows the speedup of RLibm’s functions for Bfloat16 compared to glibc’s float math library (left bar in the cluster) and the double library (right bar in the cluster). On average, RLibm’s functions are 1.39× faster when compared to glibc’s float library and 2.02× faster over...
Table 2. Details about the generated polynomials. For each elementary function, we report the total number of inputs in the target representation, number of special inputs, total number of reduced intervals, the number of intervals that we encoded in the LP query, the total time taken to generate the polynomials, the number of polynomials generated, the degree of the generated polynomial, and the number of terms in the polynomial.

<table>
<thead>
<tr>
<th>Elementary Functions</th>
<th>Total # of Inputs</th>
<th>Special Inputs</th>
<th>Reduced Intervals</th>
<th>Intervals Used in LP</th>
<th>Total Time (Seconds)</th>
<th># of Polynomials</th>
<th>Degree</th>
<th># of Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bfloat16 functions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ln(x) )</td>
<td>( 2^{16} )</td>
<td>32897</td>
<td>128</td>
<td>128</td>
<td>0.84</td>
<td>1</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>( \log_2(x) )</td>
<td>( 2^{16} )</td>
<td>32897</td>
<td>128</td>
<td>128</td>
<td>8.65</td>
<td>1</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( \log_{10}(x) )</td>
<td>( 2^{16} )</td>
<td>32897</td>
<td>128</td>
<td>128</td>
<td>1.63</td>
<td>1</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>( \exp(x) )</td>
<td>( 2^{16} )</td>
<td>61716</td>
<td>3820</td>
<td>3820</td>
<td>2.9</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>( \exp_2(x) )</td>
<td>( 2^{16} )</td>
<td>61548</td>
<td>1937</td>
<td>1937</td>
<td>0.89</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>( \exp_{10}(x) )</td>
<td>( 2^{16} )</td>
<td>61696</td>
<td>3840</td>
<td>3840</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>( \sinp(x) )</td>
<td>( 2^{16} )</td>
<td>30976</td>
<td>16129</td>
<td>16129</td>
<td>32</td>
<td>2</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>( \cosp(x) )</td>
<td>( 2^{16} )</td>
<td>30976</td>
<td>16129</td>
<td>16129</td>
<td>32.2</td>
<td>3</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>( \sqrt{x} )</td>
<td>( 2^{16} )</td>
<td>32897</td>
<td>256</td>
<td>256</td>
<td>0.07</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>( \cbrt(x) )</td>
<td>( 2^{16} )</td>
<td>257</td>
<td>384</td>
<td>384</td>
<td>0.16</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>( \sinh(x) )</td>
<td>( 2^{16} )</td>
<td>63084</td>
<td>422</td>
<td>422</td>
<td>0.27</td>
<td>3</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>( \cosh(x) )</td>
<td>( 2^{16} )</td>
<td>62980</td>
<td>471</td>
<td>471</td>
<td>0.27</td>
<td>2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td><strong>Posit16 functions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ln(x) )</td>
<td>( 2^{16} )</td>
<td>32769</td>
<td>4096</td>
<td>4096</td>
<td>3.32</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>( \log_2(x) )</td>
<td>( 2^{16} )</td>
<td>32769</td>
<td>4096</td>
<td>4096</td>
<td>5.69</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>( \log_{10}(x) )</td>
<td>( 2^{16} )</td>
<td>32769</td>
<td>4096</td>
<td>4096</td>
<td>6.51</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>( \exp(x) )</td>
<td>( 2^{16} )</td>
<td>8165</td>
<td>57371</td>
<td>1740</td>
<td>6.17</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>( \exp_2(x) )</td>
<td>( 2^{16} )</td>
<td>7160</td>
<td>24201</td>
<td>805</td>
<td>5.15</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>( \exp_{10}(x) )</td>
<td>( 2^{16} )</td>
<td>12430</td>
<td>53106</td>
<td>1879</td>
<td>11.97</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>( \sinp(x) )</td>
<td>( 2^{16} )</td>
<td>1</td>
<td>12289</td>
<td>12289</td>
<td>37.99</td>
<td>2</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>( \cosp(x) )</td>
<td>( 2^{16} )</td>
<td>1</td>
<td>12289</td>
<td>12289</td>
<td>85.74</td>
<td>3</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>( \sqrt{x} )</td>
<td>( 2^{16} )</td>
<td>32769</td>
<td>8192</td>
<td>8192</td>
<td>77.08</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>( \sinh(x) )</td>
<td>( 2^{16} )</td>
<td>14804</td>
<td>13044</td>
<td>13044</td>
<td>37.44</td>
<td>2</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>( \cosh(x) )</td>
<td>( 2^{16} )</td>
<td>11850</td>
<td>14400</td>
<td>14400</td>
<td>391.94</td>
<td>4</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td><strong>32-bit float function</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \log_2(x) )</td>
<td>( 2^{32} )</td>
<td>2155872257</td>
<td>7165657</td>
<td>7775</td>
<td>220.59</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
glibc’s double math library. Figure 11(b) shows the speedup of RLIBM’s functions for Bfloat16 compared to Intel’s float math library (left bar in the cluster) and the double library (right bar in the cluster). On average, RLIBM’s functions are 1.30× faster when compared to Intel’s float library and 1.44× faster compared to Intel’s double math library.

For \( \sqrt{x} \), RLIBM’s version has a slowdown because both glibc and Intel math library likely utilize the hardware instruction, FSQRT, to compute \( \sqrt{x} \) whereas RLIBM performs polynomial evaluation. Our \( \text{cbrt}(x) \) function is slower than both the glibc and Intel’s math library and our logarithm functions are slower than Intel’s float math library. It is likely that they use sophisticated range reduction and has a lower degree polynomial. Overall, RLIBM’s functions for Bfloat16 not only produce correct results for all inputs but also are faster than the existing libraries re-purposed for Bfloat16.

5.3.2 Performance of Posit16 Elementary Functions in RLIBM. Figure 12 shows the speedup of RLIBM’s functions when compared to a baseline that uses SoftPosit-Math functions. The Posit16 input is cast to the double type before using RLIBM. We did not measure the cost of this cast, which can incur additional overhead. SoftPosit-Math library does not have an implementation for \( \log_{10}(x) \), \( \exp_{10}(x) \), \( \sinh(x) \), and \( \cosh(x) \) functions. Hence, we do not report them. On average, RLIBM has 11% slowdown compared to SoftPosit-Math. RLIBM’s \( \log(x) \), \( \log_{2}(x) \), \( \cospi(x) \), and \( \sinpi(x) \) have similar performance compared to SoftPosit-Math, while the super-optimized implementations of SoftPosit-Math show higher performance for \( \exp(x) \) and \( \exp_{2}(x) \) even though both libraries use polynomials of similar degree. Finally, SoftPosit-Math library computes \( \sqrt{x} \) using the...
We provide case studies to show that our approach (1) has more freedom in generating better glibc wrong results for 14 million inputs. Compared to A quick initial check returns their result and reduces the overall input that we need to approximate. The above decomposition requires us to approximate $2^{x \log_{10}}(x)$ function we are approximating can be performed using integer operations. The range reduction, output compensation, and the to approximate $10^{\log_{10}(x)}$ as $x \log_{10}(x)$ function for the $\mathbb{R}$ function for the $\mathbb{R}$ function for the $\mathbb{R}$ function we approximate. The reduced interval $[l', h']$ (in green box) corresponds to the reduced input $x' = 0.0056264 \ldots$. We show the real value of $g(x')$ (black circle) and the result produced by the polynomial generated with our approach (red diamond). If we approximated the real result $g(x')$ instead of the correctly rounded result, the margin of error for any such polynomial would be lower.

Newton-Raphson refinement method and produces a more efficient function. We plan to explore integer operations for internal computation to further improve RLibm’s performance.

5.3.3 Performance Evaluation of Elementary Functions for Float. RLibm’s $\log_{10}(x)$ function for the 32-bit floating point type has a 1.32x speedup over glibc’s float math library, which produces wrong results for 14 million inputs. Compared to glibc’s double math library which produces the correctly rounded result for all float inputs, RLibm has 1.36x speedup. RLibm’s $\log_{10}(x)$ function for float has 1.1x and 1.2x speedup over Intel’s float and double math library, respectively. Intel’s float math library produces wrong results for 276 inputs.

5.4 Case Studies of Correctly Rounded Elementary Functions

We provide case studies to show that our approach (1) has more freedom in generating better polynomials, (2) generates different polynomials for the same underlying elementary function to account for numerical errors in range reduction and output compensation, and (3) generates correctly rounded results even when the polynomial evaluation is performed with the double type.

5.4.1 Case Study with $10^x$ for Bfloat16. The $10^x$ function is defined over the input domain $(-\infty, \infty)$. There are four classes of special cases:

| Special cases of $10^x$ | $0.0$ if $x \leq -40.5$ | $1.0$ if $-8.4686279296875 \times 10^{-4} \leq x \leq 1.68609619140625 \times 10^{-3}$ | $\infty$ if $x \geq 38.75$ | NaN if $x = NaN$ |

A quick initial check returns their result and reduces the overall input that we need to approximate.

We approximate $10^x$ using $2^x$, which is easier to compute. We use the property, $10^x = 2^{x \log_{10}(10)}$ to approximate $10^x$ using $2^x$. Subsequently, we perform range reduction by decomposing $x \log_{10}(10)$ as $x \log_{10}(10) = i + x'$, where $i$ is an integer and $x' \in [0, 1)$ is the fractional part.

Now, $10^x$ decomposes to

$$10^x = 2^{x \log_{10}(10)} = 2^{i + x'} = 2^i 2^{x'}$$

The above decomposition requires us to approximate $2^{x'}$ where $x' \in [0, 1)$. Multiplication by $2^i$ can be performed using integer operations. The range reduction, output compensation, and the function we are approximating $g(x')$ is as follows:

$$RR(x) = x' = x \log_{10}(10) - \lfloor x \log_{10}(10) \rfloor$$

$$OC(y', x) = y' 2^i = y'2^{\lfloor x \log_{10}(10) \rfloor}$$

$$g(x') = 2^{x'}$$

Our approach generated a 4th degree polynomial that approximates $2^{x'}$ in the input domain [0, 1). Our polynomial produces the correctly rounded result for all inputs in the entire domain for $10^x$ when used with range reduction and output compensation.
We are able to generate a lower degree polynomial because our approach provides more freedom to generate the correctly rounded results. We illustrate this point with an example. Figure 13 presents a reduced interval ([l', h'] in green region) for the reduced input (x' = 0.00562...). Our approach is shown in black circle. In our approach, the polynomial that approximates g(x') has to produce a value in [l', h'] such that the output compensated value produces the correctly rounded result of 10^x for all input x that reduce to x'. The value of g(x') is extremely close to l' with a margin of error $\epsilon = |g(x') - l'| \approx 1.31 \times 10^{-6}$. In contrast to our approach, if we approximated the real value of g(x'), then we must generate a polynomial with an error of at most $\epsilon$, i.e. the polynomial has to produce a value in $[g(x') - \epsilon, g(x') + \epsilon]$, which potentially necessitates a higher degree polynomial. The polynomial that we generate produces a value shown in Figure 13 with red diamond. This value has an error of $|P_{31}(x') - g(x')| \approx 7.05 \times 10^{-5}$, which is much larger than $\epsilon$. Still, the 4th degree polynomial generated by our approach produces the correctly rounded value when used with the output compensation function for all inputs.

5.4.2 Case Study with $\log_{10}(x)$, $\log_{2}(x)$, and $\log_{10}(x)$ for Bfloat16. While creating the Bfloat16 approximations for functions $\log_{10}(x)$, $\log_{2}(x)$, and $\log_{10}(x)$, we observed that our approach generates different polynomials for the same underlying elementary function to account for numerical errors in range reduction and output compensation. We highlight this observation in this case study.

To approximate these functions, we use a slightly modified version of the Cody and Waite range reduction technique [Cody and Waite 1980]. As a first step, we use mathematical properties of logarithms, $\log_b(x) = \frac{\log_2(x)}{\log_2(b)}$ to approximate all $\log$ functions. As a second step, we perform range reduction by decomposing the input x as $x = t \times 2^e$ where $t \in [1, 2)$ is the fractional value represented by the mantissa and e is an integer representing the exponent of the value.

Now, any logarithm function $\log_b(x)$ can be decomposed to $\log_b(x) = \frac{\log_2(x) + e}{\log_2(b)}$.

As a third step, to ease the job of generating a polynomial for $\log_2(t)$, we introduce a new variable $x' = \frac{t - 1}{t + 1}$ and transform the function $\log_2(t)$ to a function with rapidly converging polynomial expansion:

$$g(x') = \log_2 \left( \frac{1 + x'}{1 - x'} \right)$$

where the function $g(x')$ evaluates to $\log_2(t)$.

The above input transformation, attributed to Cody and Waite [Cody and Waite 1980], enables the creation of a rapidly convergent odd polynomial, $P(x) = c_1x + c_3x^3 ...$, which reduces the number of operations. In contrast, the polynomial would be of the form $P(x) = c_0 + c_1x + c_2x^2 ...$ in the absence of above input transformation, which has terms with both even and odd degrees.

When the input x is decomposed into $x = t \times e$ where $t \in [1, 2)$ and e is an integer, the range reduction function $x' = RR(x)$, the output compensation function $y = OC(y', x)$, and the function that we need to approximate, $y' = g(x')$ are as follows,

$$RR(x) = x' = \frac{t - 1}{t + 1}, \quad OC(y', x) = \frac{y' + e}{\log_2(b)}, \quad g(x') = \log_2 \left( \frac{1 + x'}{1 - x'} \right)$$

Hence, we approximate the same elementary function for $\log_{10}(x)$, $\log_{2}(x)$ and $\log_{10}(x)$ (i.e., $g(x')$). However, the output compensation functions are different for each of them.

We observed that our approach produced different polynomials instead of $\log_{10}(x)$, $\log_{2}(x)$, and $\log_{10}(x)$ functions for Bfloat16, which is primarily to account for numerical errors in each output compensation function. We produced a 5th degree odd polynomial for $\log_{2}(x)$, a 5th degree odd polynomial with different coefficients for $\log_{10}(x)$, and a 7th degree odd polynomial...
for $\ln(x)$. Our technique also determined that there was no correct $5^{th}$ degree odd polynomial for $\ln(x)$. Although these polynomials approximate the same function $g(x')$, they cannot be used interchangeably. For example, our experiment show that the $5^{th}$ degree polynomial produced for $\log_2(x)$ cannot be used to produce the correctly rounded result of $\ln(x)$ for all inputs.

5.4.3 Case Study with $\log_2(x)$ for a 32-bit Float. To show that our approach is scalable to data types with numerous inputs, we illustrate a correctly rounded $\log_2(x)$ function for a 32-bit float type. Even with state-of-the-art range reduction for $\log_2(x)$ [Tang 1990], there are roughly seven million reduced inputs and its corresponding intervals. Solving an LP problem with seven million constraints is infeasible with our LP solver. Hence, we sampled five thousand reduced inputs and generated a polynomial that produces correct result for the sampled inputs. Next, we validated whether the generated polynomial produces the correctly rounded result for all inputs. We added any input where the polynomial did not produce the correctly rounded result to the sample and re-generated the polynomial. We repeated the process until the generated polynomial produced the correctly rounded result for all inputs.

We were able to generate a $5^{th}$ degree polynomial that produces the correct result for all inputs by using 7,775 reduced inputs. This case study shows that our approach can be adapted for generating correctly rounded functions for data types with numerous inputs.

6 DISCUSSION

We discuss alternatives to polynomial approximation for computing correctly rounded results for small data types, design considerations with our approach, and opportunities for future work.

Look-up tables. A lookup table is an attractive alternative to polynomial approximation for data types with small bit-widths. However, it requires additional space to store these tables for each function (i.e., space versus latency tradeoff). In the case of embedded controllers, computing the function in a few cycles with polynomial approximation can be appealing because lookup tables can have non-deterministic latencies due to memory footprint issues. Further, lookup tables are likely infeasible for 32-bit float or posit values.

Scalability with large data types. Our goal is to eventually generate the correctly rounded math library for FP types with larger bit-widths. The LP solver can become a bottleneck when the domain is large. In the case of $\texttt{Bfloat16}$ and $\texttt{posit16}$, we can use all inputs to generate intervals. We observed that it is not necessary to add every interval to the LP formulation. Only highly constrained intervals need to be added. We plan to explore systematic sampling of intervals to generate polynomials for data types with larger bit-widths.

When our approach cannot generate a single polynomial that produces correctly rounded results for all inputs, we currently use a trial-and-error approach to generate piecewise polynomials (e.g., $\sin pi$, $\cos pi$, $\sinh$, and $\cosh(x)$ in Section 5). We plan to explore a systematic approach to generate piecewise polynomials as future work.

Validation of correctness for all inputs. In our approach, we enumerate each possible input and obtain the oracle result for each input using the same elementary function in the MPFR library that is computed with 2000 bits of precision. This MPFR result is rounded to the target representation. We validate that the polynomial generated by our approach produces exactly the same oracle result by evaluating it with each input. Although it is possible to validate whether a particular polynomial produces the correctly rounded output for the $\texttt{float}$ data type by enumeration, it is not possible for the $\texttt{double}$ type. Validating the correctness of the result produced by a polynomial for the $\texttt{double}$ type is an open research question.

Importance of Range reduction. Efficient range reduction is important when the goal is to produce correctly rounded results for all inputs with the best possible performance. The math
library designer has to choose an appropriate range reduction technique for various elementary functions with our approach. Fortunately, there is a rich body of prior work on range reduction for many elementary functions, which we use. In the absence of such customized range reduction techniques, it is possible to generate polynomials that produce correctly rounded results with our approach. However, it will likely not be efficient. Further, effective range reduction techniques are important to decrease the condition number of the LP problem and to avoid overflows in polynomial evaluation. We plan to explore if we can automatically generate customized range reduction techniques as future work.

Handling multivariate functions. Currently, our approach does not handle multivariate functions such as $\text{pow}(x, y)$. The key challenge lies in encoding the constraints of multivariate functions as linear constraints, which we are exploring as part of future work.

7 RELATED WORK

Correctly rounded math libraries for FP. Since the introduction of the floating point standard [Cowlishaw 2008], a number of correctly rounded math libraries have been proposed. For example, the IBM LibUltim (or also known as MathLib) [IBM 2008; Ziv 1991], Sun Microsystems’s LibMCr [Microsystems 2008], CR-LIBM [Daramy et al. 2003], and the MPFR math library [Fousse et al. 2007]. MPFR produces the correctly rounded result for any arbitrary precision.

CR-LIBM [Daramy et al. 2003; Lefèvre et al. 1998] is a correctly rounded double math library developed using Sollya [Chevillard et al. 2010]. Given a degree $d$, a representation $\mathbb{H}$, and the elementary function $f(x)$, Sollya generates polynomials of degree $d$ with coefficients in $\mathbb{H}$ that has the minimum infinity norm [Brisebarre and Chevillard 2007]. Sollya uses a modified Remez algorithm with lattice basis reduction to produce polynomials. It also computes the error bound on the polynomial evaluation using interval arithmetic [Chevillard et al. 2011; Chevillard and Lauter 2007] and produces Gappa [Melquiond 2019] proofs for the error bound. MetaLibm [Brunie et al. 2015; Kupriianova and Lauter 2014] is a math library function generator built using Sollya. MetaLibm is able to automatically identify range reduction and domain splitting techniques for some transcendental functions. It has been used to create correctly rounded elementary functions for the float and double types.

A number of other approaches have been proposed to generate correctly rounded results for different transcendental functions including square root [Jeannerod et al. 2011] and exponentiation [Bui and Tahar 1999]. A modified Remez algorithm has also been used to generate polynomials for approximating some elementary functions [Arzelier et al. 2019]. It generates a polynomial that minimizes the infinity norm compared to an ideal elementary function and the numerical error in the polynomial evaluation. It can be used to produce correctly rounded results when range reduction is not necessary. Compared to prior techniques, our approach approximates the correctly rounded value $R_{\mathbb{T}}(f(x))$ and the margin of error is much higher, which generates efficient polynomials. Additionally, our approach also takes into account numerical errors in range reduction, output compensation, and polynomial evaluation.

Posit math libraries. SoftPosit-Math [Leong 2019] has a number of correctly rounded Posit16 elementary functions, which are created using the Minefield method [Gustafson 2020]. The Minefield method identifies the interval of values that the internal computation should produce and declares all other regions as a minefield. Then the goal is to generate a polynomial that avoids the mines. The polynomials in the minefield method were generated by trial and error. Our approach is inspired by the Minefield method. It generalizes it to numerous representations, range reduction, and output compensation. Our approach also automates the process of generating polynomials by encoding the mines as linear constraints and uses an LP solver. In our prior work [Lim et al. 2020b], we have
used the CORDIC method to generate approximations to trigonometric functions for the Posit32 type. However, they do not produce the correctly rounded result for all inputs.

**Verification of math libraries.** As performance and correctness are both important with math libraries, there is extensive research to prove the correctness of math libraries. Sollya verifies that the generated implementations of elementary functions produce correctly rounded results with the aid of Gappa [Daumas et al. 2005; de Dinechin et al. 2011; de Dinechin et al. 2006]. It has been used to prove the correctness of CR-LIBM. Recently, researchers have also verified that many functions in Intel’s math.h implementations have at most 1 ulp error [Lee et al. 2017]. Various elementary function implementations have also been proven correct using HOL Light [Harrison 1997a, b, 2009]. Similarly, CoQ proof assistant has been used to prove the correctness of argument reduction [Boldo et al. 2009]. Instruction sets of mainstream processors have also been proven correct using proof assistants (e.g., division and sqrt(x) instruction in IBM Power4 processor [Sawada 2002]). RLibm validates that the reported polynomial produces the correctly rounded result for all inputs. We likely have to rely on prior verification efforts to check the correctness of RLibm’s polynomials for the double type.

**Rewriting tools.** Mathematical rewriting tools are other alternatives to create correctly rounded functions. If the rounding error in the implementation is the root cause of an incorrect result, we can use tools that detect numerical errors to diagnose them [Benz et al. 2012; Chowdhary et al. 2020; Fu and Su 2019; Goubault 2001; Sanchez-Stern et al. 2018; Yi et al. 2019; Zou et al. 2019]. Subsequently, we can rewrite them using tools such as Herbie [Panchekha et al. 2015] or Salsa [Damouche and Martel 2018]. Recently, a repair tool was proposed specifically for reducing the error of math libraries [Yi et al. 2019]. It identifies the domain of inputs that result in high error. Then, it uses piecewise linear or quadratic equations to repair them for the specific domain. However, currently, these rewriting tools do not guarantee correctly rounded results for all inputs.

8 CONCLUSION

A library to approximate elementary functions is a key component of any FP representation. We propose a novel approach to generate correctly rounded results for all inputs of an elementary function. The key insight is to identify the amount of freedom available to generate the correctly rounded result. Subsequently, we use this freedom to generate a polynomial using linear programming that produces the correct result for all inputs. The resulting polynomial approximations are faster than existing libraries while producing correct results for all inputs. Our approach can also allow designers of elementary functions to make pragmatic trade-offs with respect to performance and correctness. More importantly, it can enable standards to mandate correctly rounded results for elementary functions with new representations.
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