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Abstract — We solve for the availability of an n-processor VAXcluster system using a hierarchical approach that allows us to: 1) obtain a closed-form answer to an apparently difficult problem, and 2) determine the optimal number of processors in the cluster for a given set of cluster parameters. Our novel approach is a 2-level hierarchical model in which the lower-level model is a 9-state Markov chain that is solved in a closed form. The 9-state Markov chain is then aggregated into a 3-state device analogous to a diode. Subsequently, the system availability is computed by analyzing a simple network.

1. INTRODUCTION

A VAXcluster is a closely-coupled multicomputer system with two or more VAX processors, one or more mass storage servers called Hierarchical Storage Controllers (HSCs), a set of disks, and a star coupler (SC) [1]. A VAXcluster with two processors, two HSCs, and two disks is shown in figure 1. From an availability point of view, a VAXcluster is essentially a “series-parallel” system consisting of a “parallel” network of n processors in “series” with a “parallel” network of HSCs and a “parallel” network of disks [2]. Figure 2 is the reliability block diagram of the VAXcluster in figure 1. The star coupler is assumed to be a passive connector and so is extremely reliable. Therefore, it is omitted in the block diagram. The block diagram partitions the VAXcluster along functional lines; this permits us to model each component type separately. We consider only the processor subsystem. The terms VAXcluster and cluster are used interchangeably.

We assume that there are several processors in the system. Each processor can suffer one of two types of failures: permanent and intermittent. A permanent failure requires the physical repair of the failed processor. By contrast, after a processor has suffered an intermittent failure, no physical repair is required. The processor is restored to operation by means of a processor reboot. Each of these failure types is a cluster fault. A cluster fault that arises from a permanent failure of any of the processors is a permanent fault, and a cluster fault that arises from an intermittent failure of any of the processors is an intermittent fault.

A cluster fault can be covered or uncovered. Technically, the distinction between a covered cluster fault and an uncovered cluster fault lies in the time it takes for the other operational (or up) processors in the cluster to resume operation after a fault. After a covered fault, the system undergoes a cluster transition and the up processors continue the processing. A cluster transition takes on the order of seconds to complete. Thus if a quorum (minimum number of processors required for a VAXcluster to function) is still formed by the up processors, a covered fault causes a small loss in system time. An uncovered fault is one that causes the cluster to go down. This then requires the cluster to be rebooted before the up processors can continue their processing, given that they still form a quorum. Thus, recovery from an uncovered fault, whether permanent or intermittent, takes more time than that from a covered fault.

The availability of an n-processor VAXcluster system can be obtained by means the continuous-time Markov chain
chain if we assume that the times between failures, the repair times and other recovery times are exponentially distributed. The restriction of exponential distribution can often be relaxed by resorting to the method of stages [3, 4]. However, even for small values of \( n \), the state space of the Markov chain can be very large. Our experience is that when \( n \geq 5 \), the system is difficult to solve by such software packages as SHARPE [5] which are widely used in availability analysis. Even if the packages were able to solve such large Markov models, the crucial question of generation of such models needs to be addressed.

We consider a decomposition method for computing availability for a VAXcluster with \( n \) processors. The basic approach is:

1. We construct the Markov chain of the behavior of a single processor.
2. We combine these individual Markov chains in a hierarchical manner to obtain the approximate behavior of the system.

The problem thus becomes a combinatorial one that lends itself to extensions to any number of processors.

The major contributions of this work include:

1. We reduce the complexity of a large system by the process of decomposition.
2. We show that for a given set of processor parameters there is an optimal \( n \) that maximizes the system availability. Under some mild assumptions, the optimal \( n \) has a closed-form solution. In the more general case the optimal \( n \) can be computed numerically.

In a companion paper [6] we also use the 2-level hierarchical model, where the bottom level is a Markov chain and the top level is a combinatorial model. The interesting feature of this paper, however, is that the top-level is a network of diodes (3-state devices) rather than a conventional combinatorial model with 2-state devices.

The terms, “series” & “parallel” are used in their logic sense, not in their layout or schematic diagram sense; they are shown in quotes for that reason.

Notation

\[
\begin{align*}
1/\lambda_p & \quad \text{mean time between permanent faults} \\
1/\lambda_T & \quad \text{mean time between intermittent faults} \\
1/\mu_p & \quad \text{mean time to repair a processor (that suffers a permanent fault)} \\
1/\mu_{hp} & \quad \text{mean time to reboot a processor} \\
1/\mu_{SB} & \quad \text{mean time to reboot a cluster} \\
1/\rho_T & \quad \text{mean duration of a cluster transition} \\
c & \quad \text{coverage factor for permanent faults} \\
k & \quad \text{coverage factor for intermittent faults} \\
A_i & \quad \text{availability of an } i \text{-processor cluster, } i = 1, \ldots, n \\
P_i & \quad \text{steady-state probability that the system is in state } i
\end{align*}
\]

Other standard notation is given in “Information for Readers & Authors” at the rear of each issue.

2. THE BASIC MODEL

1. There is an \( n \)-processor VAXcluster, where \( n \geq 2 \).
2. Each processor is either up or down.
3. The time to the occurrence of a permanent fault, given that a processor is up, is exponentially distributed with mean \( 1/\lambda_p \).
4. Given that a processor is up, the time to the occurrence of an intermittent fault is exponentially distributed with mean \( 1/\lambda_T \).
5. The \( c \) is the probability that a permanent fault is covered and \( 1 - c \) is the probability that it is an uncovered fault. An analogous definition can be given for \( k \).

6. When a covered fault occurs in any of the processors, the up processors go through a cluster transition. This means that these processors temporarily suspend operations, cancel the cluster membership of the down processor, check to see if the up processors still form a quorum, and reconfigure their processing if a quorum is formed. (If a quorum is not formed, no processing is done and the cluster is defined to be down.) The duration of a cluster transition is exponentially distributed with mean \( 1/\rho_T \).

7. The time to repair a processor that suffers a permanent fault is exponentially distributed with mean \( 1/\mu_p \).
8. The time to reboot a processor (which suffers a covered intermittent fault or an uncovered intermittent fault, if it is the only up processor before it failed) is exponentially distributed with mean \( 1/\mu_{hp} \).
9. After a processor with a permanent fault has been repaired, or a processor with a covered intermittent fault has been rebooted, the system goes through another cluster transition which consists of readmitting the processor into the cluster. When an uncovered fault occurs, the cluster goes down and needs to be rebooted. After the reboot, the up processors continue processing if they form a quorum. Then the repair of the down processor commences if the fault is permanent, or the processor reboot commences if the fault is intermittent. The time to reboot the cluster is exponentially distributed with mean \( 1/\mu_{SB} \).
10. The cluster transition time is so small that no other event (such as processor failure or repair completion) can take place during a cluster transition.

Thus, we can model the \( n \)-processor VAXcluster by a continuous-time Markov chain. Figure 3 shows the model for \( n = 2 \), and figure 4 shows the model for \( n = 3 \).

Figure 3 can be explained as follows. In state 1 the two processors are up. If either of them suffers a permanent failure that results in a covered permanent fault, the system enters state 2 from where the cluster undergoes a transition. At the end of the cluster transition, the system enters state 3. In this state the cluster is up with only one
processor. When the failed processor is repaired, the system enters state 4 where another cluster transition takes place. The system returns to state 1. Given that the system is in state 1, the first uncovered permanent fault brings the system to state 5. The cluster is then rebooted. At the end of the cluster reboot the system enters state 3. While the cluster is being rebooted (in state 5), the up processor can suffer a permanent failure. This will cause the system to enter state 7 where the cluster is down due to both processors suffering permanent failures. Another way the system can enter state 11 is if it was in state 3 and the up processor suffers a permanent failure.

Given that the system is in state 3, it will enter state 10 if the up processor suffers an intermittent failure. While the system is in state 10 one of three events can take place. If the repair of the processor that suffered a permanent failure is completed before the processor that suffered an intermittent failure is rebooted, then the system enters state 7. Otherwise, it returns to state 3. The processor that suffered an intermittent failure is not immune to a permanent failure since it is powered up while the reboot is taking place. Thus given that the system is in state 10, if the processor being rebooted suffers a permanent failure before the reboot is completed, the system enters state 11 where, as we noted earlier, the system is down.

Given that the system is in state 1, a covered intermittent fault will cause the system to enter state 6. The cluster then undergoes a transition, and the system enters state 7. In state 7 one processor is up and one is down for reboot. When the reboot is completed, the system enters state 8 from where it returns to state 1 after another cluster transition. While in state 7 one of three events can take place. If the processor being rebooted suffers a permanent failure, the system enters state 3. Such a processor failure does not affect the operation of the cluster since the processor being rebooted has already been mapped out of the cluster. If the up processor suffers a permanent failure, then the system enters state 13 from where the completion of the reboot takes the system to state 3. The completion of the repair returns the system to state 7. While in state 13, if the processor being rebooted suffers a permanent failure, then the system enters state 11. Finally, if the up processor suffers an intermittent failure, the system enters state 14 from where the completion of a reboot takes it back to state 7. While in state 14 either of the two processors being rebooted can suffer a permanent failure which causes the system to enter state 13.

Given that the system is in state 1, the first uncovered intermittent fault causes the system to enter state 9. This calls for a cluster reboot the completion of which returns the system to state 1. While in state 9, either of the two processors can suffer a permanent failure which takes the system to state 5. The repair of the processor will commence in state 3 at the completion of the cluster reboot.

The availability of the 2-processor VAXcluster, which is the steady-state probability that at least one processor in the cluster is up, is:
\[ A_2 = P_1 + P_3 + P_7 \] (1)

This definition of availability does not consider the computational capacity available to the user in each of the 3 up states. One way to incorporate the available computational capacity in each up state is to consider a Markov reward model [7] that weights an up state according to the computational capacity of the cluster when it is in the state. This leads to an availability measure we refer to as performance-oriented availability. For example, if the computational capacity of the cluster when it is in states 3 and 7 is one half that when it is in state 1, then we can apply the weight 1 to state 1 and weight 0.5 to states 3 and 7. Thus, the performance-oriented availability is:

\[ A_p = P_1 + 0.5(P_3 + P_7) \]

In the remainder of the paper we restrict our discussion to the traditional availability as defined in (1).

The state transitions of the 3-processor VAXcluster in figure 4 can be explained in a similar manner. State 1 is the initial state where all 3 processors are up. In state 3, the cluster is up on 2 processors after one processor that suffered a permanent fault has been mapped out of the system. In state 7, the cluster is also up on 2 processors after a processor which suffered an intermittent failure that caused a covered intermittent fault has been mapped out of the cluster. In state 11 the cluster is up on only one processor with 2 processors down with permanent failures. In states 15 and 19, the cluster is up on one processor; one processor is down with a permanent failure and the other is down with an intermittent failure that resulted in a covered intermittent fault. Finally, in state 23 the cluster is up on one processor; the other 2 processors are down with intermittent failures that resulted in covered intermittent faults. Since at least one processor must be up for the cluster to be up, the availability of the 3-processor VAXcluster is:

\[ A_3 = P_1 + P_3 + P_7 + P_{11} + P_{15} + P_{19} + P_{23}. \] (2)

Figures 3 and 4 show that the state space of the Markov chain for an \( n \)-processor VAXcluster increases exponentially with \( n \), thereby making the availability difficult to analyze at large values of \( n \). In the next section we develop an approximate analysis for an \( n \)-processor VAXcluster which can be used for any value of \( n \). The analysis is based on the following observation. From the definition of a covered fault, a processor fault that breaks the quorum cannot be covered. Therefore, if we consider the behavior of individual processors, then a processor fault that does not break the quorum can be modeled as shown in figure 5, and a processor fault that breaks the quorum can be modeled as shown in figure 6.

3. A NEW DECOMPOSITION TECHNIQUE

To obtain an approximate analysis of the system availability, we make the following assumptions.

1. Every processor is modeled as if it is not the one to break the quorum. Thus all processors are modeled by the Markov chain shown in figure 5.
2. Each processor has a statistically independent repairman.

Assumption 1 is justified if the probability that the cluster goes down due to loss of quorum [8] is relatively low. Assumption 2 is justified if the MTBF (mean time between failures) is large compared to the MTTR (mean time to repair) so that the time a faulty processor spends waiting for the repair crew to arrive is negligible. These two assumptions allow us to decompose the system into \( n \) statistically independent subsystems.

With respect to figure 5, we define the superstates:

- \( X \) set of states in which the processor is up = \{1\}
- \( Y \) set of states in which the cluster is down due to an interference from the processor = \{2, 4, 5, 6, 8, 9\}
- \( Z \) set of states in which the processor is down but the cluster is up, given that a quorum is formed = \{3, 7\}
More Notation

\( P_k \) probability that a processor is in superstate \( k, k \in \{X, Y, Z\} \).

\( n_X, n_Y, n_Z \) number of processors in superstate \( X, Y, Z \), respectively.

The availability, \( A \), of the VAXcluster is: \( A = \Pr \{ \text{at least one processor in superstate } X \text{ and none in superstate } Y \} \). The availability \( A_n \) of an \( n \)-processor VAXcluster is:

\[
A_n = \sum_{n_X=1}^{n} \binom{n}{n_X 0 n - n_X} P_X^{n_X} P_Y^{n - n_X} P_Z^{n_X}
= \sum_{n_X=0}^{n} \binom{n}{n_X} P_X^{n_X} P_Z^{n - n_X}
= \frac{n!}{n_X!(n - n_X)!} P_X^{n_X} P_Z^{n - n_X}
= (P_X + P_Z)^n - P_Z^n
\]  
\[ (3) \]

To optimize over \( n \) we use \( dA_n / dn = 0 \); i.e:

\[
P_Z^n \ln(P_Z) - (P_X + P_Z)^n \ln(P_X + P_Z) = 0
\]

And the optimal \( n \) is:

\[
n^* = \frac{\ln[\ln(P_Z)/\ln(P_X + P_Z)]}{\ln(P_X + P_Z) - \ln(P_Z)}
\]  
\[ (4) \]

The above model is similar to a "parallel" network of diodes [9, 10] as shown in figure 7. A diode is a 3-state device that can be in one up state and two down states: shorted and open circuit. In a "parallel" network of diodes, when any diode is shorted, the system fails. An open circuit does not cause the system to fail if at least one diode is functioning properly. Thus, the availability of the "parallel" networks of diodes is the probability that no diode is short and at least one diode is functioning properly. That is, the short circuit corresponds to the superstate \( Y \) in our model, the open circuit corresponds to our superstate \( Z \), and the up state corresponds to the superstate \( X \).

3.1 An \( l \)-out-of-\( n \) Operation

Generally the VAXcluster operates in the \( l \)-out-of-\( n \) mode in the sense that when a fault occurs, the up processors must form a quorum if the system is to recover from the fault [8]. When we require that at least \( l \) out of \( n \) processors be up, the availability is:

\[
A_{l/n} = \Pr \{ \text{at least } l \text{ processors in superstate } X \text{ and none in superstate } Y \}
= \sum_{n_X=1}^{n} \binom{n}{n_X 0 n - n_X} P_X^{n_X} P_Y^{n - n_X} P_Z^{n_X}
= \frac{n!}{n_X!(n - n_X)!} P_X^{n_X} P_Z^{n - n_X}
= (P_X + P_Z)^n - \sum_{n_X=0}^{l-1} \binom{n}{n_X} P_X^{n_X} P_Z^{n - n_X}
= (P_X + P_Z)^n - \sum_{n_X=0}^{l-1} \binom{n}{n_X} P_X^{n_X} P_Z^{n - n_X}
\]  
\[ (5) \]

When \( l = 2 \), we obtain:

\[
A_{2/n} = (P_X + P_Z)^n - nP_XP_Z^{n-1} - P_Z^n
\]  
\[ (6) \]

with the optimizing \( n \) given numerically by the equation:

\[
P_Z^{n-1}(P_X + (nP_X + P_Z)\ln(P_Z)]
= (P_X + P_Z)^n \ln(P_X + P_Z).
\]  
\[ (7) \]

And when \( l = n - 1 \), we obtain:

\[
A_{(n-1)/n} = nP_X^{n-1}P_Z + P_X^n
\]  
\[ (8) \]

with the optimizing \( n \) satisfying the equation:

\[
P_Z^{n-1}P_Z + nP_X^{n-1}P_Z\ln(P_X] + P_X^n\ln(P_X) = 0.
\]  
\[ (9) \]

The values of \( P_X \) and \( P_Z \) can be obtained by solving the steady-state equations for the single processor model of figure 5. By using the ordinary balance equations we obtain [11]:

\[
P_z = \frac{\lambda_p c}{\mu_T} P_1 = a_2 P_1
\]

\[
P_3 = \frac{1}{\mu_p} \left( \lambda_p + \frac{\lambda_p k}{\lambda_p + \mu_{PB}} + \frac{\lambda_p (1 - k)}{\lambda_p + \mu_{SB}} \right) P_1 = a_3 P_1
\]

\[
P_4 = \frac{1}{\mu_T} \left( \lambda_p + \frac{\lambda_p k}{\lambda_p + \mu_{PB}} + \frac{\lambda_p (1 - k)}{\lambda_p + \mu_{SB}} \right) P_1 = a_4 P_1
\]

\[
P_5 = \frac{1}{\mu_{SB}} \left( \lambda_p (1 - c) + \frac{\lambda_p (1 - k)}{\lambda_p + \mu_{SB}} \right) P_1 = a_5 P_1
\]

\[
P_6 = \frac{\lambda_p k}{\mu_T} P_1 = a_6 P_1
\]

Fig. 7. A Parallel Network of Diodes
\[ P_1 = \frac{\lambda k}{\lambda_p + \mu_p} P_1 = a_1 P_1 \]

\[ P_2 = \frac{\lambda \mu_p q k}{\mu_f (\lambda_p + \mu_p q)} P_1 = a_2 P_1 \]

\[ P_2 = \frac{\lambda (1 - k)}{\lambda_p + \mu_{SB}} P_1 = a_3 P_1 \]

\[ P_1 = \frac{1}{1 + \sum_{i=2}^{9} a_i} \]

(10)

Then—

\[ P_X = P_1 \]

(11)

\[ P_Z = (a_3 + a_2) P_X \]

(12)

\[ P_Y = 1 - P_X - P_Z \]

(13)

4. Numerical Results

The following parameters and results are illustrative only; they do not represent any current or planned products.

**Example 1.**

1/\(\lambda_p\) = 5000 hours, 1/\(\lambda_f\) = 2000 hours.
1/\(\mu_p\) = 2 hours, 1/\(\mu_f\) = 30 seconds.
1/\(\mu_{SB}\) = 6 minutes, 1/\(\mu_{SB}\) = 10 minutes.

Then solving the 9-state Markov chain in figure 5, we obtain the \(P_X, P_Y, P_Z\) shown in table 1 for various values of coverage factors. The exact models were solved by SHARPE. Table 2 shows the availability predictions of both the exact and approximate models for various coverage factors when \(n = 2\). Table 3 shows the case when \(n = 3\) and we require one out of the three processors to be up for the cluster to be up. The difference in the mean downtime per year of the two models is 3.2 seconds when \(n = 2\), and 12.6 seconds when \(n = 3\), where the mean downtime per year is computed as:

Mean downtime per year = \((1 - Availability) \times 365 \times 24 \times 60\) minutes.

In this example, the approximate analysis gives results that are very close to the exact analysis.

**Table 1**

<table>
<thead>
<tr>
<th>(c)</th>
<th>(k)</th>
<th>(P_X)</th>
<th>(P_Y)</th>
<th>(P_Z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.9995329</td>
<td>0.0000223</td>
<td>0.0004448</td>
</tr>
<tr>
<td>0.90</td>
<td>0.94</td>
<td>0.9995339</td>
<td>0.0000193</td>
<td>0.0004646</td>
</tr>
<tr>
<td>0.94</td>
<td>0.94</td>
<td>0.9995351</td>
<td>0.0000181</td>
<td>0.0004648</td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>(c)</th>
<th>(k)</th>
<th>(A_{exact})</th>
<th>(A_{approx})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.9999550</td>
<td>0.9999551</td>
</tr>
<tr>
<td>0.90</td>
<td>0.94</td>
<td>0.9999610</td>
<td>0.9999611</td>
</tr>
<tr>
<td>0.94</td>
<td>0.90</td>
<td>0.9999576</td>
<td>0.9999577</td>
</tr>
<tr>
<td>0.94</td>
<td>0.94</td>
<td>0.9999636</td>
<td>0.9999637</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>(c)</th>
<th>(k)</th>
<th>(A_{exact})</th>
<th>(A_{approx})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.9999326</td>
<td>0.9999330</td>
</tr>
<tr>
<td>0.90</td>
<td>0.94</td>
<td>0.9999416</td>
<td>0.9999420</td>
</tr>
<tr>
<td>0.94</td>
<td>0.90</td>
<td>0.9999364</td>
<td>0.9999368</td>
</tr>
<tr>
<td>0.94</td>
<td>0.94</td>
<td>0.9999454</td>
<td>0.9999458</td>
</tr>
</tbody>
</table>

**Example 2.**

1/\(\lambda_p\) = 7000 hours, 1/\(\lambda_f\) = 4000 hours.
1/\(\mu_p\) = 2 hours, 1/\(\mu_f\) = 3 minutes.
1/\(\mu_{SB}\) = 5 minutes, 1/\(\mu_{SB}\) = 15 seconds.

Table 4 shows the availability predictions of both the approximate and exact methods when \(n = 2\), and table 5 shows the case \(n = 3\). From the tables, when \(n = 2\) the two models give identical results. When \(n = 3\), the difference in mean downtime per year is only 6 seconds. Thus, under this set of parameter values, the approximate method gives results that are very close to the exact ones.

**Table 4**

<table>
<thead>
<tr>
<th>(c)</th>
<th>(k)</th>
<th>(A_{exact})</th>
<th>(A_{approx})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.9999873</td>
<td>0.9999873</td>
</tr>
<tr>
<td>0.90</td>
<td>0.94</td>
<td>0.9999888</td>
<td>0.9999888</td>
</tr>
<tr>
<td>0.94</td>
<td>0.90</td>
<td>0.9999882</td>
<td>0.9999882</td>
</tr>
<tr>
<td>0.94</td>
<td>0.94</td>
<td>0.9999897</td>
<td>0.9999897</td>
</tr>
</tbody>
</table>

**Table 5**

<table>
<thead>
<tr>
<th>(c)</th>
<th>(k)</th>
<th>(A_{exact})</th>
<th>(A_{approx})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.90</td>
<td>0.9999809</td>
<td>0.9999811</td>
</tr>
<tr>
<td>0.90</td>
<td>0.94</td>
<td>0.9999832</td>
<td>0.9999834</td>
</tr>
<tr>
<td>0.94</td>
<td>0.90</td>
<td>0.9999823</td>
<td>0.9999825</td>
</tr>
<tr>
<td>0.94</td>
<td>0.94</td>
<td>0.9999845</td>
<td>0.9999847</td>
</tr>
</tbody>
</table>
A more extensive validation of the approximate analysis is reported in [12]. The report, which considers up to \( n = 5 \), indicates that with the 1-out-of-\( n \) operating rule there is no appreciable difference between the exact and the approximate methods. (The differences in the results are similar to those reported here.) Slight differences in availability (generally less than one minute difference in mean downtime per year) are obtained when the cluster operates under the \((n-1)\)-out-of-\( n \) quorum rule, the so-called \( n + 1 \) redundancy rule. This rule defines the cluster to be down when two or more processors are down. For any quorum rule that is less stringent than the \( n + 1 \) redundancy, the approximate and exact availability values are identical within \( 1 \times 10^{-8} \). This assumes parameter values on the same order as those used in this paper.

. SUMMARY & DISCUSSION

We have developed an approximation method for computing the availability of the \( n \)-processor VAXcluster system. The technique also provides information on the optimal number of processors in a VAXcluster that are required for a given set of processor parameters. The approximation on the independent repair crew is valid if the MTBF is small compared to the MTTR (the repair is fast) so that the delay in waiting for the repair crew is negligible. The other assumption (the last processor to experience a fault is treated in the same way as any other processor) means that the system does not have sequence-dependent behavior. As the results for the 2-processor and 3-processor VAXcluster indicate, these two assumptions do not cause any appreciable difference between the exact result and the approximate result.

The number of states in the exact Markov chain for an \( n \)-processor VAXcluster is \( O(n^3) \) [12]. The computational complexity of the exact analysis depends on the solution method used. For instance, if a full storage iterative method is used, then the time complexity will be \( O(n^2) \). The computational complexity of the approximate method is a constant for all \( n \). Therefore, the approximate method results in considerably reduced savings in both storage space and computation time, especially at high values of \( n \). A major issue in the VAXcluster availability analysis is the generation of all the states for a given value of \( n \). This requires a great deal of time and effort. By using the approximate method we avoid this problem without losing much accuracy.
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