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Abstract

Indoor localization and navigation systems for individuals with visual impairments (VI) typically rely upon extensive augmentation of the physical space or expensive sensors; thus, few systems have been adopted. This work describes a system able to guide people with VI through buildings using inexpensive sensors, such as accelerometers, which are available in portable devices like smart phones. This approach introduces some challenges due to the limited computational power of the portable devices and the highly erroneous sensors. The method takes advantage of feedback from the human user, who confirms the presence of landmarks. The system calculates the location of the user in real time and uses it to provide audio instructions on how to reach the desired destination. A first set of experiments suggested that the accuracy of the localization depends on the type of directions provided and the availability of good transition and observation models that describe the user’s behavior. During this initial set of experiments, the system was not executed in real time so the approach had to be improved. Towards an improved version of the method, a significant amount of computation was transferred offline in order to speed up the system’s online execution. Inspired by results in multi-model estimation, this work employs multiple particle filters, where each one uses a different assumption for the user’s average step length. This helps to adaptively estimate the value of this parameter on the fly. The system simultaneously estimates the step length of the user, as it varies between different people, from path to path, and during the execution of the path. Experiments are presented that evaluate the accuracy of the location estimation process and of the integrated direction provision method. Sighted people, that were blindfolded, participated in these experiments.
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Chapter 1  Introduction

The motivation of this work is presented here, along with the objectives, the challenges faced and a high-level system overview. The following chapters include some background work, a description of an initial approach to the problem of guiding people with visual impairments, an improved approach based on the challenges faced during the initial implementation and, finally, a discussion section about the overall results and future work.

1.1  Motivation

Sighted people can navigate environments by primarily relying upon their visual senses to find their way. Individuals with visual impairments (VI) have to rely upon their compensatory senses (e.g. touch, sound) for way-finding, resulting in reduced mobility. Unfamiliar environments are especially challenging as it is difficult to build a mental map of the surroundings using non-visual feedback [45].

To increase the mobility of individuals with VI various navigation systems have been developed. While there are many solutions for outdoor navigation systems, indoor alternatives are more difficult to develop. Outdoor navigation systems typically use GPS, however GPS signals cannot be received in indoor environments. Existing indoor navigation systems typically rely upon augmenting physical infrastructure with identifiers such as RFID tags [41, 10, 5]. While RFID tags might be cheap, a large amount of them is required to cover a whole building. Often, RFID tags are installed under carpets on the floor. Although this is possible, hallways or large open spaces with concrete floor or tiles render the installation of these tags more difficult. Other solutions employ laser sensors [30, 29] or cameras [81]. While these solutions often lead to sophisticated algorithms, they can be expensive, cumbersome, and computationally demanding alternatives.
1.2 Objective

This research describes an inexpensive solution that does not require physical infrastructure and depends on cheap, light-weight sensors, such as an accelerometer and a compass, that are already available on popular devices, such as smart phones. Instead of depending on a physical infrastructure or expensive and cumbersome sensors, the system presented here only needs a virtual infrastructure, that can be created and updated very fast with low cost, and lightweight inexpensive sensors that can found in an everyday handheld device.

1.3 Challenges

The proposed system has to deal with uncertainty at multiple levels of its operation. Uncertainty arises from:

- The behavior of the user: e.g., how quickly does the person move, how accurately
does one person turn when instructed to do so, how good is the person at identifying landmarks. For instance, while users can easily identify landmarks of different types, they cannot readily distinguish landmarks of the same type. When a user confirms a door, and there are a number of doors close one to each other, it is possible that the user did not confirm the correct one. The system has to take into consideration the possibility that the user confirmed an adjacent landmark.

- The environment: The model of the environment may lead to an uncertain representation, as the annotation of the map, such as the actual location or the type of the landmarks, might be incorrect.

- The sensors: Sensors used in mobile phones usually have low accuracy. The error due to these sensors must also be taken into consideration.

The core of the research effort regarding the localization component is devoted to the definition and online learning of appropriate observation and transition models for individual users. Table 1.1 provides examples of potential parameters for these models. It is important for the models to be able to differentiate between users. This is especially important for this application, as different users will also have different types and degrees of visual impairments.

<table>
<thead>
<tr>
<th>Transition Model</th>
<th>Observation Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Step Length</td>
<td>Landmark Identification Accuracy</td>
</tr>
<tr>
<td>Step Detection Accuracy</td>
<td>Distance from Landmark</td>
</tr>
<tr>
<td>Turning Accuracy</td>
<td>upon Confirmation</td>
</tr>
<tr>
<td></td>
<td>Confirmation Efficiency</td>
</tr>
</tbody>
</table>

Table 1.1: Examples of model parameters

### 1.4 System Overview

Tactile landmarks, such as doors, hallway intersections or floor transitions, play an important role in the cognitive mapping of indoor spaces by users with VI [36, 9].
By incorporating the unique sensing capabilities of users with VI, the system aims to provide guidance in spaces for which the user does not have a prior cognitive map. The system assumes the availability of a 2D map with addressing information (room numbers) and landmark locations. Then, it follows these steps:

1. A user specifies a start and a destination room number to travel to.

2. Given landmarks identifiable by users with VI on the map, the system computes the shortest path using A* and identifies landmarks along the path.

3. The user presses a button on the phone after successfully executing each direction.

4. Directions are provided iteratively upon the confirmation of each landmark, or when the user is presumed to be lost. The phone’s built-in speaker is used for the transmission of the direction.

Figure 1.2 lists a high-level overview of the four different components of the system: (1) the cyber-representation component stores annotated models of indoor environments; (2) the localization component provides a location estimate of the user with VI; (3) the direction provision component provides directions to a user specified location; and (4) the interface component interacts with the user. All components have physical models of the users with VI with the exception of the cyber-representation component which explicitly models sighted users annotating the models.

The landmarks used from the system are features that can be found in most buildings. Doors, hallway intersections, floor transitions, water coolers, ramps, stairs and elevators are incorporated to guide the user around the building. These landmarks are easily recognizable from users with VI by using touch and sound, thus creating no need for additional physical infrastructure.

This research proposes a system that takes into consideration the sources of uncertainty previously mentioned and provides an integration of localization and path planning primitives. Multiple particle filters are employed in order to deal with the
highly non-linear process of localization as well as learning and updating a model of the user’s behavior. To provide directions to the user, a path is created from start to goal using the A* algorithm. Then, turn-to-turn directions are provided based on the location estimation of the user provided by localization. Results show that this system is capable of successfully locating and guiding the user to the desired destination when a path with unique landmarks is provided.
Chapter 2  Background

There is a lot of work related to navigation systems for people with visual impairments, localization techniques, path planning, bayesian methods and multi-model estimation.

2.1  Navigation and Cognitive Mapping

Navigation relies on a combination of mobility and orientation skills [21]. People employ either path integration, where they orient themselves relative to a starting position using proprioceptive data, or landmark-based navigation, where they rely upon perceptual cues together with an external or cognitive map [53, 22, 51]. Path integration allows for exploring unfamiliar environments in which users may build a cognitive map by observing landmarks [82, 53]. Studies show small difference in path integration ability between sighted and individuals with VI [51], but cognitive mapping is significantly slower for users with VI [46, 71]. Cognitive mapping of outdoor environments has been extensively studied [21, 68, 28] and has reported to primarily rely upon landmarks that can be recognized by touch [71] in the users’ immediate space [11], such as curbs or traffic lights. Pedestrian navigation systems for sighted users have been developed where users are localized by reporting visual landmarks, such as escalators [56] or churches [32]. Recently, the cognitive mapping of indoor spaces by people with VI has been studied [36, 77, 26]. Tactile landmarks easily sensed through touch, such as doors, hallway intersections and floor transitions, play an important role in the cognitive mapping of indoor spaces [36, 83]. Sounds and smells also play a minor role [83]. The use of virtual environments has been shown to aid cognitive mapping of users with VI [46, 71, 57].


<table>
<thead>
<tr>
<th>Authors</th>
<th>Localization</th>
<th>Directions</th>
<th>Information</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998 Sonnenblick [76]</td>
<td>IR</td>
<td>-</td>
<td>Room name</td>
<td>Speech</td>
</tr>
<tr>
<td>2001 May [54]</td>
<td>barcode</td>
<td>-</td>
<td>-</td>
<td>Braille</td>
</tr>
<tr>
<td>2002 Ross &amp; Blasch [68]</td>
<td>IR, RFID</td>
<td>-</td>
<td>-</td>
<td>Audio, Speech, Haptic</td>
</tr>
<tr>
<td>2003 Coroama and Rothenbacher [17]</td>
<td>RF</td>
<td>Objects</td>
<td>Central</td>
<td>-</td>
</tr>
<tr>
<td>2004 Ran et al [62]</td>
<td>Ultrasound</td>
<td>Objects</td>
<td>Room layout, objects</td>
<td>Speech</td>
</tr>
<tr>
<td>Hub et al [33]</td>
<td>Wifi, Camera</td>
<td>-</td>
<td>Object name</td>
<td>Speech</td>
</tr>
<tr>
<td>Amemiya et al [5]</td>
<td>RFID</td>
<td>-</td>
<td>-</td>
<td>Haptic (braille)</td>
</tr>
<tr>
<td>2005 Ross &amp; Lightman [69]</td>
<td>IR, RF, Audio</td>
<td>Locations</td>
<td>Objects</td>
<td>Speech, braille</td>
</tr>
<tr>
<td>Willis &amp; Helal [85]</td>
<td>RFID</td>
<td>Objects</td>
<td>Room layout, objects</td>
<td>Haptic (braille)</td>
</tr>
<tr>
<td>2006 Gifford et al [25]</td>
<td>RFID</td>
<td>-</td>
<td>Room layout, objects</td>
<td>Speech</td>
</tr>
<tr>
<td>2008 Bessho et al [10]</td>
<td>RFID, IR</td>
<td>Stations</td>
<td>Layout of Station</td>
<td>Speech</td>
</tr>
<tr>
<td>Riehle et al [64]</td>
<td>WiFi</td>
<td>Rooms</td>
<td>-</td>
<td>Speech</td>
</tr>
<tr>
<td>Rajamaki et al [61]</td>
<td>WiFi</td>
<td>Rooms</td>
<td>-</td>
<td>Speech</td>
</tr>
<tr>
<td>D’Atri et al [18]</td>
<td>RFID</td>
<td>-</td>
<td>-</td>
<td>Speech</td>
</tr>
</tbody>
</table>

2.2 Indoor Navigation Systems for Users with VI

Navigation systems for users with VI aim to allow safe navigation in unfamiliar environments. This includes locating the user and optionally providing directions to a desired destination and/or describing the surroundings, such as obstacles or landmarks. Navigation systems can be differentiated into outdoor and indoor systems. Outdoor systems [52, 69, 68] typically use GPS for localization. Relatively few indoor navigation systems exist, as GPS signals cannot be received indoors, and alternative localization techniques must be used. Table 2.1 provides an overview of existing indoor navigation systems for VI and lists the specific techniques used for localization, path planning, providing location information and interaction with the system.
2.2.1 Localization

By augmenting the physical infrastructure with identifiers, people can be localized when an identifier is sensed. Different technologies have been used, such as infrared (IR) [76, 68, 69], wireless [34, 33, 64, 61], ultrasound [62], or radio frequency identifier (RFID) tags [5, 68, 25, 10, 18]. There are limitations in this approach, as IR requires line of sight and the environment or the user may interfere with RFID readings [68]. Wireless based systems often suffer from multi-path effects [85] or cannot be used in certain spaces, e.g., hospitals. A number of vision-based systems require little physical augmentation [33, 58, 35]. Some of them may utilize wireless signals or RFID tags, or a virtual environment representation. There are also approaches that utilize magnetic compasses [78]. Magnetic compasses are not very reliable when used in an indoors environment due to the noise created by the infrastructure. Although, there is a work that prerecords the signatures of different disturbances in a building and tries to match these signatures later in order to get a localization estimation. A recent approach uses a laser-range finder combined with odometry readings [31]. Relative to the last methods, the proposed approach aims to further reduce sensing requirements and avoid any environment augmentation with identifiers.

2.2.2 Path planning

Only three systems [62, 69, 10] provide global path planning where paths are computed using A* [70] and where the system updates the user’s position dynamically.

2.2.3 Providing location information

Information on a user’s location varies from providing the name of a room [76] to detailed descriptions of the room’s layout, such as objects in that room [25, 62]. Information is either stored locally [76, 25], centrally [62, 5, 33, 64] or distributedly [85, 10].
2.2.4 Interaction

Users receive feedback using audio such as speech [76, 25, 10] or audio cues [68] to haptic solutions such as a tapping interface [68], pager belts [85] or haptic gloves [5].

2.3 Localization Techniques

Certain navigation devices focus on local hazard detection to provide obstacle-avoidance capabilities to users with VI [72, 86]. Most navigation systems, however, are able to locate the user and provide directions to a user-specified destination. Outdoor navigation systems [52, 67] mainly use GPS to localize the user. Indoor systems cannot use GPS signals, as these are blocked by buildings. To surpass this issue, alternative localization techniques have been developed.

2.3.1 Dead-Reckoning

Dead-Reckoning techniques integrate measurements of the human’s motion. Accelerometers [14] and radar measurements [84] have been used for this purpose. Without any external reference, however, the error in dead-reckoning grows unbounded.

2.3.2 Beacon-based

Beacon-based approaches augment the physical space with identifiers. Such beacons could be retro-reflective digital signs detected by a camera [81], infrared [67] or ultrasound identifiers [62]. A popular solution involves RFID tags [41, 10, 5]. Nevertheless, locating identifiers may be hard, as beacons may require line of sight or close proximity to the human. Other beacons, such as wireless nodes [64, 44, 43], suffer from multi-path effects or interference. Another drawback is the significant time and cost spent installing and calibrating beacons.

2.3.3 Sensor-based

Sensor-based solutions employ sensors, such as cameras [40], that can detect pre-existing features of indoor spaces, such as walls or doors. For instance, a multi-camera
rig has been developed to estimate the 6 DOF pose of people with VI [20]. A different camera system matches physical objects with objects in a virtual representation of the space [33]. Nevertheless, cameras require good lighting conditions, and may impose a computational cost prohibitive for portable devices. An alternative makes use of a 2D laser scanner [30, 29]. This method achieves 3D pose estimation by integrating data from an IMU unit, the laser scanner, and knowledge of the 3D structure of the space. While laser scanners can robustly detect low-level features, this method has led to sophisticated algorithms for 3D pose estimation and it depends on relatively expensive and heavy sensors.

The proposed approach is also a sensor-based solution. It employs the user as a sensor together with information from light-weight, affordable devices, such as a pedometer. These sensors are available on smart phones and it is interesting to study the feasibility of using such popular devices to (i) interact effectively with a user with VI; and (ii) run in real-time localization primitives given their limited resources. To achieve this objective under the minimalistic and noisy nature of the available sensors, this work utilizes probabilistic tools that have been shown to be effective in robotics and evaluates their efficiency for different forms of direction provision.

2.4 Bayesian methods

Bayesian methods for localization work incrementally, where given the previous belief about the agent’s location, the new belief is computed using the latest displacement and sensor reading. A transition model is used in order to advance the movement of the system and an observation model in order to compare the sensor readings with the state estimation. An important issue is how to represent and store the belief distribution. One method is the Extended Kalman filter (EKF) [37, 75], which assumes normal distributions. Its purpose is to use measurements observed over time, containing noise (random variations) and other inaccuracies, and produce values that tend to be closer to the true values of the measurements and their associated calculated values. While Kalman filters provide a compact representation and return
the optimum estimate under certain assumptions, a normal distribution may not be a good model, especially for multi-modal distributions. An alternative is to use particle filters [27, 80, 47, 63, 60, 79], which sample estimates of the agent’s state. Particle filters keep a number of different estimations called particles. Each particle holds a state estimation and a weight. Particle filters are able to represent multi-modal distributions at the expense of increased computation. Such distributions arise often in this research’s application, such as when a door is confirmed, where the belief increases in front of all of the doors in the vicinity of the last estimate. Thus, particle filters appear as an appropriate solution. This research shows that it is possible to achieve a sufficient, real-time solution with a particle filter.

2.5 Path planning

Popular path planning techniques include search methods, such as A* on grid-based maps [59, 66, 70], the visibility graph [24, 19], the Voronoi graph or the medial axis [48, 8], cell decomposition techniques [16, 3] or potential field approaches [39, 65]. Recent work has focused on solving complex high-dimensional challenges, giving rise to sampling-based methods [38, 4, 12, 73, 23]. These methods sample collision-free configurations in order to construct a roadmap, a graph representing the connectivity of the obstacle-free space. While these methods are not complete, the probability the roadmap reflects the obstacle-free space connectivity increases exponentially fast to 1 [42]. Planning under uncertainty can be modeled by Partially Observable Markov Decision Process (POMDP) [50, 13].

2.6 Multi-model representation

The user’s step length changes dynamically and these changes have to be taken into consideration during path execution. To achieve this, this project is building upon work in multi-model state estimation [1, 55, 49, 74]. Multi-model estimation is commonly used to calculate both the state and the model of the system, when it is changing [15]. Multi-model estimation systems though are also used to track the
changes in the environment itself [2].

In the first case, multi-model estimation is commonly used to both track the location of the system and the value of a system variable that might be discrete [15] or continuous [49]. In the second case, the system tries to determine the noise due to the environment. By doing so, the system can dynamically adapt in an environment with random properties [2]. Most multi-model estimation systems use multiple Kalman filters to determine the system’s model.

Multi-model estimations utilize multiple bayesian methods in order to estimate a model variable. The bayesian methods can be either multiple Extended Kalman filters or multiple particle filters. Each method holds a unique value of a variable that needs to be approximated along with localization. After a few transitions and observations, the estimations of the variable converge to a value if the system model is stable. In case the system model changes, the variable estimations adopt dynamically to the correct values in order to match with the current observations of the system.

The proposed system is trying to determine the system model by estimating the user’s step length. To achieve multi-model estimations, the system is maintaining multiple particle filters, where each one has a different estimation for the step length of the user.
Chapter 3  Initial Approach

An initial approach was implemented to address the problem of indoor navigation. Experiments were executed to test this approach localization accuracy and the effect of different types of directions to the success rate and the execution time.

3.1 Objectives

The goal of this initial approach was to test if it possible to successfully localize the user and decide which type of directions is better based on accuracy and speed. This initial approach is not executed on the phone. Sensing data from the users are gathered during the execution of the experiments and are then processed offline to determine the location of the user.

3.2 High-level operation

Tactile landmarks, such as doors, intersections or floor transitions, play an important role in the cognitive mapping of indoor spaces by users with VI [36, 9]. By incorporating the unique sensing capabilities of users with VI, the system aims to provide guidance in spaces for which the user does not have a prior cognitive map. The system assumes the availability of a 2D map with addressing information (room numbers) and landmark locations. Then, it follows these steps:

1. A user specifies a start and destination room number to travel to.

2. The system computes the shortest path using A* and finds landmarks along the path.

3. Directions are provided iteratively upon completion through the phone’s built-in speaker. The user presses a button on the phone after successfully executing each direction.
3.2.1 Direction Provision

The type of directions significantly affects the efficiency and reliability of navigation. Reliability is high when the user is required to confirm the presence of every single landmark along a path but this is detrimental to efficiency. Conversely, when the system solely relies on odometry, users have a smaller cognitive load but a high chance of getting lost, due to the inherent propagation of errors associated with dead reckoning. To gain a better insight in these tradeoffs two different types of direction provisions were tested:

1. **Landmark** based directions, e.g., “move forward until you reach a hallway on your left”. No distance to a landmark is provided. Directions were subdivided based on the maximum distance between landmarks: (a) 30ft, (b) 50ft and (c) unlimited. Wall following and door counting strategies were employed for the first 2 cases (i.e., “Follow the wall on your left until you reach the third door”). For the last case no wall following or door counting strategies were used for directions leading to a hallway.

2. **Metric** based directions, e.g., “Walk x steps until your reach a landmark on your left/right”. Within this approach the maximum distance between landmarks was also varied with 30ft, 50ft and unlimited. For example: “Walk 23 steps until you reach a door on your right” for the 30ft limit.

Both types of instructions contain a second type of direction with an action on a landmark, for example, “Turn right into the hallway”.

The directions provided to the user were hardcoded into the system for each path. This initial approach did not generate automatically the instructions. Instead, the paths were predefined and the ability of the users to follow these instructions was tested. Here are some examples of instructions of different types generated to guide the user along the path in Figure 3.4.
Figure 3.1: The map of the environment and the paths traversed during the experimental section.

**Landmark No Max Threshold**

- Exit the room then turn right
- Move forward until you reach a hallway on your left
- Turn left to the hallway
- Move forward until you reach a water cooler on your left
- Turn left to the hallway
- Follow the wall on your left until you reach the third door
- You have reached your destination

**Metric 15 Meters Threshold**

- Exit the room then turn right
- Walk x steps until you reach a hallway on your left
- Turn left to the hallway
- Walk x steps until you reach a door on your left
- Walk x steps until you reach a water cooler on your left
Figure 3.2: An example path starting from 255 and finishing at 231

- Turn left to the hallway
- Walk x steps until you reach a door on your right
- Walk x steps until you reach a door on your left
- You have reached your destination

3.3 Localization

The data we get from the sensors are raw data from the accelerometer which are then filtered to detect a step. We are also receiving sensory data from the user when a landmark is confirmed. The system expects a specific kind of landmark to be confirmed, depending on the last instruction, and when it gets confirmed it searches for this kind of landmark on the data from the mini-map.

Consider a planar system moving among $n$ static landmarks. The system is a human with VI, and the landmarks corresponds to tactile features of indoor spaces. Let $\xi = (x, y, \theta)$ denote the state of the system. The map $m$ of the world is available and stores a function which returns whether each $(x, y)$ is occupied by an obstacle or not. The map also stores the $n$ landmarks present in the world. The landmarks belong to $k$ different types $\{L_1, \ldots, L_k\}$, such as doors, hallway intersections or floor transitions.
(most often \(k < n\)). Landmarks \(l^i\) in the same class \(L_j\) are indistinguishable to the human user.

The data \(d_T = (o(0:T), u(0:T - 1))\) available to the system up to time \(T\) are transitions \(u(0:T - 1)\) and observations \(o(0:T)\). A transition \(u_t = (u^f_t, u^\theta_t)\) at time \(t\) corresponds to a motion where the agent acquires the global orientation \(u^\theta_t\) and moves forward \(u^f_t\). This transition determines the kinematic transition model of the system:

\[
(x_{t+1}, y_{t+1}, \theta_{t+1}) = (x_t + u^f_t \cdot \cos(u^\theta_t), y_t + u^f_t \cdot \sin(u^\theta_t), u^\theta_t)
\] (3.1)

In this application the translation is measured from a pedometer and the orientation with a compass. An observation \(o^j_t\) of a landmark type \(L_j\) from state \(\xi_t = (x_t, y_t, \theta_t)\) implies:

\[
\exists l^i \in L_j : ||(x_t, y_t), (x^i, y^i)|| < R_{obs}
\] (3.2)

The above observation model specifies that a user can sense a landmark type \(L_j\) in their vicinity, only if such a landmark \(l^i(x^i, y^i) \in L_j\) is within a predefined observation distance \(R_{obs}\) from the current coordinates of the system \((x_t, y_t)\).

The objective is to be able to incrementally estimate the user’s state \(\xi_T\) at time \(T\). The general Bayes filter computes a belief distribution \(B_T = P(\xi_T|d_T)\) at time \(T\) over \(\xi_T\) given the data \(d_T\). The computation requires:

a) an initialization \(B_0\),

b) a transition model \(P(\xi'|u, \xi)\), describing the probability that the user is at location \(\xi'\) if it was previously at \(\xi\) and transitioned by \(u\), and

c) the observation model \(P(o|\xi, m)\) describing the likelihood of observing \(o\) when the user is at \(\xi\) and given the map \(m\). The map is assumed to be static and correct in this work.

Then given a normalization factor \(\eta\) the belief distribution can be updated as follows:

\[
B_T = \eta \cdot P(o_T|\xi_T, m) \int P(\xi_T|u_{T-1}, \xi_{T-1}) \cdot B_{T-1} \cdot d\xi_{T-1}
\] (3.3)
The computational cost of integrating over all states renders the explicit computation of the above equation inefficient. Most online algorithms simplify the problem by approximating Eq. 1. This work follows a Particle Filter approximation.

3.3.1 Particle Filter

It is possible to represent $B_T$ through a set of $P$ particles $p^i = (\xi^i, w^i)$ ($i \in [1, N]$). Each particle stores a state estimate $\xi^i$ together with a weight $w^i$, representing the probability of $\xi^i$ being the true state. As the number of particles approaches infinity, the better the particle filter represents the belief distribution. In order to update the particle filter given a new transition and an observation, this work follows an approach similar to importance sampling [27]. At each time step $T$, given a particle population $\{p^i_T, \ldots, p^P_T\}$, a transition $u_T$ and an observation $o_{T+1}$, the following steps are executed:

A. For each particle $p^i_T = (\xi^i_T, w^i_T)$
   
   i. Employ the transition model $P(\xi^i_{T+1} | u_T, \xi^i_T)$ to acquire: $\xi^i_{T+1}$.
   
   ii. Employ the observation model to compute the new weight $w^i_{T+1} = P(o_{T+1} | \xi_{T+1}, m)$.

B. Sample a new population of $P$ particles given the weights $w^i_{T+1}$

3.3.2 Transition Model

The approach collects all the sensor readings that have been produced by the sensors during the last time step: (i) orientations from the compass and (ii) step counts from the pedometer. Typically within a single time step (in the order of 150ms-300ms), the compass provides multiple orientation estimates. These are averaged to acquire $u^\theta_t$. The pedometer typically returns either zero or one step measured. This value has to be translated into a distance estimate. To compute the length of a step, the implementation employs a short training session for each user. During this session, the user traverses a couple of paths between two landmarks with known distance. The pedometer computes the number of steps during the execution of these paths.
and the device estimates the average length of a step. Based on this estimate and the number of steps measured by the pedometer online, the approach constructs $u_t^f$.

Given $u_t^f$ and $u_t^\theta$, different levels of noise are added for the application of the transition model to each particle. The noise parameters for particle $p^i$ are drawn from a normal distribution: (i) $(u_t^f)^i = N(u_t^f, \sigma_f^2)$ and (ii) $(u_t^\theta)^i = N(u_t^\theta, \sigma_\theta^2)$. The resulting values are used in Eq. 3.1 to acquire the new state $\xi_{T+1}^i$. The corresponding transition from $\xi_T^i$ to $\xi_{T+1}^i$ is then checked on the map to compute whether it corresponds to a path that collides with obstacles. If it does, then the sampling of $(u_t^f)^i$ and $(u_t^\theta)^i$ is repeated until either a collision free transition is found or a certain number of attempts has been tested.

### 3.3.3 Observation Model

There are two cases for computing the weights $w_{T+1}^i$ of the particles. If there was no landmark confirmation by the user during the last step, then all of the weights are equal to 1. If the user confirmed the presence of a landmark of type $L_j$, then the approach prunes particles not in the vicinity of such landmarks. In particular, for every $p^q$ the method finds all $l^i$ so that $||(x_q^i, y_q^i), (x^i, y^i)|| < R_{obs}$. If none of the $l^i$ is of the type $L_j$, then $w_{T+1}^i = 0$. Otherwise, the weight is inversely proportional to the distance $||(x_q^i, y_q^i), (x^i, y^i)||$, where $l^i$ is the closest landmark of the correct type.

### 3.3.4 Sampling

The algorithm samples with higher probability particles with higher weights. It might happen, however, that all particles get a weight of 0 ("particle impoverishment"). This is why, the “Mixture MCL” method [80] samples a certain number of particles from the observation, while the “sensor resetting” approach [47] samples from the observation only when it deviates substantially from the previous distribution. The approach implemented by this work follows a similar idea. When all of the particles happen to get a weight of 0, which typically occurs when the user confirms a landmark $l^i$ and the filter has failed to progress the particles to the vicinity of that landmark,
Figure 3.3: An illustration of the particle resetting process. The particle’s position is moved close to the nearest landmark of the type that the user confirmed

then the particles are sampled from the observation as shown in the figure to the right. For each particle $p^q_T$, the method computes the landmark of the confirmed type that is closer to $p^q_T$. For the closest such landmark $l^i$, the line between $p^q_T$ and $l^i$ is computed. If there is line of sight between the particle and the landmark, then the new particle is sampled along the line segment $[p^q_T, l^i]$ and within the radius $R_{obs}$, which represents the greatest distance from which a landmark can be sensed. The line segment is introduced in the computation so as to guarantee that the new particle will not cross into a room or into a different corridor.

3.4 Experiments

In order to test our system’s localization accuracy and the effect of different types of direction provision a number of experiments were executed.

3.4.1 Setup

The system has been implemented as a Java application for the open-source Google Android smart phone (ver. 1.6). A map of a building’s floor on the campus of the
University of Nevada, Reno was created in the Keyhole Markup Language (KML) and loaded to the application (Fig. 3.1). The map was manually augmented with the following landmarks: (i) 3 water coolers, (ii) 1 floor transition marked by a metal strip, (iii) 3 hallway intersections, (iv) 2 hallway turns and (v) 72 doors. Five different paths were defined along the corridors of the building. For each path, there are two alternatives for directions, with three levels of granularity each, as specified in Sec. 4.3. Overall, six different ways to provide directions were tested per path. The application communicated the directions using text to speech software. The user was able to confirm the completion of an instruction by pressing the tactile scroll button on the smart phone or could ask for a direction to be repeated by tapping on the phone’s screen. These experiments were executed with the initial version of the system.

3.4.2 Participants

Ten volunteers were involved in the experimental session. Users held the phone in their hand while holding a cane in their other (Figure 1). One of the volunteers was legally blind and assisted in the setup of the experiments. This individual pointed out landmarks, such as a metal strip on the floor, which sighted people typically ignore. Nine more volunteers were involved that were sighted users and who were blindfolded during the experiments. Typically, sighted users perform worse than people with VI when they navigate without visual cues. Some of the users had visited the building in the past and were aware of its structure, while others didn’t. This discrepancy did not seem to considerably influence the efficiency of users in reaching the desired destination. Each user executed ten traversals, which corresponded to two traversals per path using different types of directions.

3.4.3 Ground Truth

To measure the true position of the user, an observer was recording the user’s motion. This was achieved by placing markers on the floor every two meters. Every time the
user was crossing a marker, the observer was recording the time on a second smartphone. To recreate the true path, the assumption was that the user moves with constant speed between markers. Thus, the resolution of the ground truth is two meters.

### 3.4.4 Parameters

The following table provides the parameters of the results presented here. A relatively high standard deviation for the orientation parameter in the transition model was chosen because of the unreliable nature of the compass. A very small number of particles (20) was used to achieve real-time performance, while being able to save output files at the same time. Recording the status of the application (e.g., saving all the measurements, landmark confirmations and the particle filter state) takes three times longer than the actual estimation by the particle filter. Thus, in a real application the particle filter can run with at least 3 times the number of particles.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Particles $P$</td>
<td>20</td>
</tr>
<tr>
<td>Landmark radius $R_{\text{obs}}$</td>
<td>1 meter</td>
</tr>
<tr>
<td>Standard Deviation in Orientation $\sigma_{\theta}$</td>
<td>30°</td>
</tr>
<tr>
<td>Standard Deviation in Forward Motion $\sigma_{f}$</td>
<td>0.2 meters</td>
</tr>
<tr>
<td>Maximum Number of Tries To Find a Collision Free Transition</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.1: Table of parameters used in the case studies

### 3.4.5 Success Ratio of Direction Provision

Table 4.1 provides the average distance between the destination and the actual position achieved by the user over all experiments of the same type. This table shows that most of the paths were completed successfully. In particular, in 84% of the experiments the distance between the desired destination and the achieved position was less than 2 meters, which is the resolution of the ground truth. In 92% of the experiments the error was less than 3.5 meters. It also turns out that landmark-based directions result in smaller errors and higher success ratios. Table 4.3 provides the average duration of a path until completion. The users were able to complete paths
quicker when they were not asked to confirm a larger number of landmarks, which
was the expected result (“No Max” case in direction provision).

<table>
<thead>
<tr>
<th>Distance from Destination</th>
<th>Path 1 (98.14m)</th>
<th>Path 2 (69.49m)</th>
<th>Path 3 (72.54m)</th>
<th>Path 4 (67.66m)</th>
<th>Path 5 (54.25m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark No Max</td>
<td>0.46</td>
<td>1.83</td>
<td>0</td>
<td>2.44</td>
<td>1.83</td>
</tr>
<tr>
<td>Landmark 9 Meters</td>
<td>0</td>
<td>1.22</td>
<td>0.46</td>
<td>2.19</td>
<td>1.83</td>
</tr>
<tr>
<td>Landmark 15 Meters</td>
<td>0.91</td>
<td>0.91</td>
<td>1.83</td>
<td>1.83</td>
<td>2.29</td>
</tr>
<tr>
<td>Metric No Max</td>
<td>2.74</td>
<td>0.61</td>
<td>0</td>
<td>2.29</td>
<td>1.83</td>
</tr>
<tr>
<td>Metric 9 Meters</td>
<td>3.05</td>
<td>2.74</td>
<td>1.22</td>
<td>0.91</td>
<td>1.22</td>
</tr>
<tr>
<td>Metric 15 Meters</td>
<td>4.57</td>
<td>0</td>
<td>0</td>
<td>2.74</td>
<td>1.83</td>
</tr>
</tbody>
</table>

Table 3.2: Average distance between destination and the user’s position upon completion (m)

<table>
<thead>
<tr>
<th>Path Duration</th>
<th>Path 1 (98.14m)</th>
<th>Path 2 (69.49m)</th>
<th>Path 3 (72.54m)</th>
<th>Path 4 (67.66m)</th>
<th>Path 5 (54.25m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark No Max</td>
<td>155.75</td>
<td>123.67</td>
<td>135.67</td>
<td>119.67</td>
<td>111.25</td>
</tr>
<tr>
<td>Landmark 9 Meters</td>
<td>201.33</td>
<td>177.00</td>
<td>212.00</td>
<td>192.50</td>
<td>138.75</td>
</tr>
<tr>
<td>Landmark 15 Meters</td>
<td>265.00</td>
<td>155.25</td>
<td>156.50</td>
<td>226.67</td>
<td>110.50</td>
</tr>
<tr>
<td>Metric No Max</td>
<td>136.25</td>
<td>180.00</td>
<td>137.50</td>
<td>129.50</td>
<td>108.50</td>
</tr>
<tr>
<td>Metric 9 Meters</td>
<td>242.67</td>
<td>252.75</td>
<td>173.67</td>
<td>219.00</td>
<td>169.00</td>
</tr>
<tr>
<td>Metric 15 Meters</td>
<td>264.00</td>
<td>173.67</td>
<td>247.00</td>
<td>180.00</td>
<td>147.33</td>
</tr>
</tbody>
</table>

Table 3.3: Average path duration (sec).

### 3.4.6 Localization Accuracy

Tables 3.4 and 3.6 provide the errors for dead reckoning and the proposed particle filter based approach. In particular it specifies the average error in meters between the final true location of the user and the estimate by the corresponding technique. The estimate from the particle filter corresponds to the particle which was closer to the average state of all particles at the last iteration. It is important to note that in most cases there were particles closer to the true position than the “average” particle.

The comparison between the two tables shows that the particle filter approach improves considerably over the result acquired just by integrating the sensor readings. The improvement ranges from a factor of 10 to a factor of 2 for different paths and
direction provisions. This despite the very small number of particles employed by the approach. The important point, however, is the considerable effect that the direction provision process has on the efficiency of the particle filtering algorithm. The average error in meters in the final location for the “Landmark 9 meters” approach is approx. 9.5 meters, while it goes down to 2.1 meters for the “Landmark 15 meters” approach, which also appears to be the best solution to the problem. The errors were lower for paths that contained distinctive landmarks such as hallways (in the order of 1.2-2.5m) and considerably higher for paths that corresponded to long straight line paths where all the landmarks were the same (doors). Figure 3.4 provides an error graph for a specific path/direction provision combination for dead reckoning and the particle filter approach. The expectation is that as the computational power of portable devices increases, it will be possible to run the same algorithm for a larger number of particles and thus further improve accuracy.

<table>
<thead>
<tr>
<th></th>
<th>Dead-Reckoning</th>
<th>Path 1 (98.14m)</th>
<th>Path 2 (69.49m)</th>
<th>Path 3 (72.54m)</th>
<th>Path 4 (67.66m)</th>
<th>Path 5 (54.25m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark No Max</td>
<td>20.79</td>
<td>25.53</td>
<td>10.83</td>
<td>9.82</td>
<td>13.79</td>
<td></td>
</tr>
<tr>
<td>Landmark 9 Meters</td>
<td>10.19</td>
<td>32.50</td>
<td>17.87</td>
<td>8.59</td>
<td>13.43</td>
<td></td>
</tr>
<tr>
<td>Landmark 15 Meters</td>
<td>26.81</td>
<td>26.89</td>
<td>16.29</td>
<td>13.12</td>
<td>8.89</td>
<td></td>
</tr>
<tr>
<td>Metric No Max</td>
<td>14.91</td>
<td>25.69</td>
<td>15.49</td>
<td>13.41</td>
<td>11.65</td>
<td></td>
</tr>
<tr>
<td>Metric 9 Meters</td>
<td>18.00</td>
<td>28.99</td>
<td>23.84</td>
<td>5.89</td>
<td>7.53</td>
<td></td>
</tr>
<tr>
<td>Metric 15 Meters</td>
<td>19.55</td>
<td>20.95</td>
<td>31.44</td>
<td>3.88</td>
<td>7.90</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Average error of dead reckoning in final location (m).
### Table 3.5: Average error of the proposed interactive localization process (m).

<table>
<thead>
<tr>
<th>Interactive Localization</th>
<th>Path 1 (98.14m)</th>
<th>Path 2 (69.49m)</th>
<th>Path 3 (72.54m)</th>
<th>Path 4 (67.66m)</th>
<th>Path 5 (54.25m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark No Max</td>
<td>18.80</td>
<td>15.51</td>
<td>1.32</td>
<td>1.14</td>
<td>5.31</td>
</tr>
<tr>
<td>Landmark 9 Meters</td>
<td>10.12</td>
<td>25.95</td>
<td>1.34</td>
<td>3.02</td>
<td>7.35</td>
</tr>
<tr>
<td>Landmark 15 Meters</td>
<td>5.47</td>
<td>4.02</td>
<td>3.03</td>
<td>3.63</td>
<td>2.33</td>
</tr>
<tr>
<td>Metric No Max</td>
<td>12.95</td>
<td>11.33</td>
<td>3.98</td>
<td>3.75</td>
<td>5.38</td>
</tr>
<tr>
<td>Metric 9 Meters</td>
<td>3.20</td>
<td>11.92</td>
<td>0.84</td>
<td>3.05</td>
<td>4.24</td>
</tr>
<tr>
<td>Metric 15 Meters</td>
<td>10.43</td>
<td>5.25</td>
<td>3.06</td>
<td>1.48</td>
<td>3.87</td>
</tr>
</tbody>
</table>

### Table 3.6: Standard deviation for the error of the proposed interactive localization process (m).

<table>
<thead>
<tr>
<th>Interactive Localization</th>
<th>Path 1 (98.14m)</th>
<th>Path 2 (69.49m)</th>
<th>Path 3 (72.54m)</th>
<th>Path 4 (67.66m)</th>
<th>Path 5 (54.25m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark No Max</td>
<td>14.24</td>
<td>16.98</td>
<td>0.77</td>
<td>2.14</td>
<td>7.48</td>
</tr>
<tr>
<td>Landmark 9 Meters</td>
<td>3.44</td>
<td>7.94</td>
<td>0.29</td>
<td>1.84</td>
<td>1.55</td>
</tr>
<tr>
<td>Landmark 15 Meters</td>
<td>1.12</td>
<td>5.91</td>
<td>0.15</td>
<td>2.49</td>
<td>1.18</td>
</tr>
<tr>
<td>Metric No Max</td>
<td>4.41</td>
<td>7.50</td>
<td>3.67</td>
<td>2.81</td>
<td>2.49</td>
</tr>
<tr>
<td>Metric 9 Meters</td>
<td>2.35</td>
<td>5.81</td>
<td>0.46</td>
<td>2.02</td>
<td>2.70</td>
</tr>
<tr>
<td>Metric 15 Meters</td>
<td>18.11</td>
<td>6.69</td>
<td>0.12</td>
<td>0.69</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Note that the errors in tables 4.1 and 3.6 are not comparable, since the first corresponds to how close the user reached the desired destination and the last two tables correspond to localization accuracy. The current method for guiding the user does not depend on the localization process and this explains why it is possible for the error in localization to be higher than the distance between the true user location and the desired one.
Chapter 4  Improved Approach

The initial approach did not address all the issues. Over the next sections, improvements are introduced and new experiments are executed to test the improved system’s efficiency and localization accuracy.

4.1 Overview

The previous approach was processing offline the data collected from the sensors. Results suggested that the system could not be executed on a portable device in real time. Also, the accuracy of the system needs to be improvement even more. The improvements mainly target to the decrease of the system’s computational needs and increase the localization accuracy.

4.2 Offline Process

Because of the limited processing power of the phone, we have moved some of the most computationally expensive operations to an offline process. We use the offline process to create the maps for our system and integrate additional data in order to avoid computationally expensive operations during the execution of our system.

The offline process, given the map and some accessible points, finds the accessible spaces of the map by using an eight neighbor flooding algorithm. The algorithm creates a 2D map of the space with information about the accessibility of every space. After that, the accessibility map is used in order to create particles for each landmark in the accessible space. We store these particles as part of the landmarks. When the map is saved the particles are being stored in map for each accessible landmark. These particles are going to be used later if all particle filters die during the execution of the system. If they die, the particles will be reset with the values of the particles of the closest landmark. By storing these particles on the map, we avoid searching later for accessible spaces to reset the states of the landmarks as this might become
computationally cumbersome if the number of particles is big.

After calculating the landmarks, the offline process creates a mini-map of the actual map. The mini-map is a 2D map of the actual map with lower resolution. Each cell of the mini-map corresponds to an area of 3x3 tiles of the map. The tiles represent a unique part of the space as their covering regions do not overlap each other. We distinguish, then, using the accessibility map which tiles are accessible and which are not. For each accessible tile, we perform an exhaustive search in order to find the closest to the specific tile landmarks of each type. Depending on the availability of each type of landmarks on the map, we store from one to five landmarks of every type in every tile. After storing the landmarks, we assign to them a weight depending on their distance of the center of the tile. Closer landmarks get higher weights, while landmarks that are more than 18 meters away from the center of the tile gets a weight of zero. When all accessible tiles are created, they get saved in the file where the map is saved. The coordinates of the center of the tile with all the lists of the landmarks are stored for each accessible landmark.

By storing all this data, we can avoid exhaustive searches during the execution of the system. When the user has confirmed a landmark, we can look up fast on the closest landmark for the current location of each particle. This data is also used in the case that all particles died during the confirmation of a landmark. When this happens, the system can find fast close landmarks to reset the particles.

4.3 Direction Provision

Number of landmarks and frequency of provided commands can affect the performance and usability of the system. It might appear that using all the landmarks along a path can result in a more accurate localization. However, the results of our previous experiments [6] show that using more landmarks and consequently providing commands more frequently results in slower execution of the path. Success rate and execution duration indicated that the best result is achieved when there is no upper limit for the distance between two consecutive commands. For landmarks such as
hallways or ramps the command is required as the user has to take an action at that point such as turning at hallways or walking over the ramp.

To guide the user to destination, the navigation system plans a path from current location to the desired destination. Navatar uses a 2D grid model to represent environment map and A* is a good candidate for path planning. The path is planned based on different requirements such as the shortest path or shortest travel time. For this project we have other objectives for the path that have higher priority. The path must be easy to follow, reduces localization uncertainty, and ensures user safety. The result of our preliminary study shows that uncertainty can be reduced using more distinctive and unique landmarks such as hallway intersections rather than doors which can easily be missed. Planning a path that guides the user along walls and avoid open areas will help the user to maintain their orientation and lower the uncertainty as well. To ensure users’ safety, the path avoids obstacles or hazardous areas such as ramps with no handrail. The landmarks provided in directions are safe to touch as the user will confirm their existence using cane or hand. To simplify the process of following the path, similar to reducing uncertainty, we use landmarks that are distinctive and can be found easily such as hallway intersections and floor transitions.

4.4 Localization

In order to achieve better localization accuracy, a number of improvements were executed in the localization component of our system.

4.4.1 Transition Model

In the initial approach, the step length of the user was calculate before executing the experiments with a training application in order to have a better transition model for each user. However, this approach did not provide a good transition model for the user due to variations of the user’s step length along the execution of a path or among different paths. Instead of keeping a single step length, we have various step lengths. In order to represent these step lengths, a multi-model estimation approach is utilized.
Instead of a single particle filter $P$, a number of particle filters $P^k$ ($k \in [1, N]$) are executed simultaneously where each one keeps a different estimation of the user’s step length. Each particle filter progresses its particles based on the estimation that keeps locally. The initial values of the step lengths assigned to the particle filters start from 0.37 meters and increase by 0.06 meters for each particle filter.

After some experiments, compass proved to be unreliable for localization. Due to a lot of noise produced from the buildings’ infrastructure, the compass produces readings with great deviation. For this reason, the compass is not used in the later version. Since our approach does not use compass readings, we assume that the user completes successfully turns every time the phone provides turn directions. When this happens, the orientation $\theta^{ik}$ of each particle $p^{ik}_T$ changes based on the direction the user was instructed to turn by 90 degrees. The approach collects all the pedometer readings that have been produced by the accelerometer during the last time step. The pedometer typically returns either zero or one step measured. This value has to be translated into a distance estimate.

4.4.2 Observation Model

In order, though, to have a better estimation, we, now, prune each particle $p^{ik}_T$ based on the direction the landmark $l^i$ of type $L_j$ is. The directions provided to the user specifies in which direction the landmark $l^i$ will be found. We assign a weight $w^{ik}_{T+1} = 0$ to the particles that detect the landmark on the wrong side based on their orientation $\theta^{ik}$ and the angle their are facing the landmark.

4.4.3 Sampling

At the beginning of the sampling process the particle filter $P^K$ with the highest weight is calculated. This happens by summing the weights of all particles $p^{ik}_T$ for each particle filter $P^k$ and choosing the maximum sum. The algorithm processes each particle filter $P^k$ separately. Particles $p^{ik}_T$ from different particle filters $P^k$ cannot be sampled. For each particle filter $P^k$, we sample the particles $p^{ik}_T$ with the higher weights $w^{ik}_T$. In
case that all particles $p_i^k$ in a particle filter $P^k$ die, the whole particle filter copies the particle filter $P^K$ with the highest weight. It, then, changes its step length based on a gaussian distribution whose mean is the step length of the best particle filter $P^K$ and standard deviation of 0.03 meters. By doing that, the estimation of the user’s step length is becoming more accurate. In the special case that all particle filters die, their particles get reset to the closest landmark of the type that was confirmed by the user [6]. The process of particle resetting is the same as in the initial approach with one addition. The estimations of the step lengths are also reset to their default values.

### 4.5 Experiments

A new set of experiments had to be executed in order to test the new system and compare it with the previous approach.

#### 4.5.1 Setup

The system was implemented in Java for the Android mobile platform. Maps of the first and second floor of the SEM building of University of Nevada, Reno were created with the use of the offline process. The maps include the following landmarks: (i) 211 doors, (ii) 15 hallway intersections, (iii) 6 water coolers, (iv) 1 floor transition, (v) 2 elevators, (vi) 8 sets of stairs and (vii) 1 ramp. For the experiments, 10 paths were tested. The application provided the instructions through a text to speech synthesis library embedded on the Android platform. The user could confirm the landmarks by pressing anywhere on the screen. This set of experiments was executed with the improved version of the system.

#### 4.5.2 Participants

Eight volunteers participated in the experiments. The volunteers were sighted people who were blindfolded. Some of the participants had visited the building before while others had never visited the building before. The volunteers were provided with a
Figure 4.1: The map of the first floor

Figure 4.2: The map of the second floor
white cane and the phone. Before the actual experiments the users executed a training path to familiarize themselves with the cane and the inability to see. This was proven to be helpful for the users as they could navigate easier with the cane in the actual experiments.

4.5.3 Ground Truth

A commercial robot localization system called Hagisonic StarGazer was used to capture the ground truth. The product is consisting of (1) set of passive landmarks with unique ID mounted on the ceiling; (2) an infrared camera that outputs ID, distance, and angle of the closest landmark; and (3) an open source library to operate the camera. A map of landmarks is created using the software developed for this purpose. To use the system for human tracking, the camera and a battery are installed on a belt that the user wears during experiments. The user carries a tablet that records the landmark information received from the camera and calculates the user location from the map based on the relative landmark location. The accuracy of the camera is 2cm when installed on a flat surface; but the camera is sensitive to tilt and might result in incorrect reading when installed on a belt. To reduce the noise the ground truth is smoothed using an outliers detection algorithm.

4.5.4 Parameters

The following table holds the parameters that the system used to run the experiments. We chose 7 particle filters in order to have a wide variety of step lengths. The step length starts from 0.37 meters for the first particle filter and is increased by 0.06 meters for the next one. These values represent the mean values of a Gaussian distribution with standard deviation of 0.03 meters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Particle Filters</td>
<td>7</td>
</tr>
<tr>
<td>Number of Particles per Particle Filter $P$</td>
<td>50</td>
</tr>
<tr>
<td>Landmark radius $R_{obs}$</td>
<td>1.5 meters</td>
</tr>
<tr>
<td>Standard Deviation in Forward Motion $\sigma_f$</td>
<td>0.03 meters</td>
</tr>
</tbody>
</table>
Table 4.1: Distance between destination and the user’s position upon completion (m)

<table>
<thead>
<tr>
<th>Path</th>
<th>User 1</th>
<th>User 2</th>
<th>User 3</th>
<th>User 4</th>
<th>User 5</th>
<th>User 6</th>
<th>User 7</th>
<th>User 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 109-118</td>
<td>0.82</td>
<td>1.53</td>
<td>0.71</td>
<td>2.00</td>
<td>1.03</td>
<td>0.99</td>
<td>1.63</td>
<td>1.77</td>
</tr>
<tr>
<td>Path 118-129</td>
<td>24.66</td>
<td>1.55</td>
<td>2.04</td>
<td>0.46</td>
<td>0.89</td>
<td>2.30</td>
<td>0.75</td>
<td>1.35</td>
</tr>
<tr>
<td>Path 129-109</td>
<td>0.63</td>
<td>3.11</td>
<td>3.55</td>
<td>2.75</td>
<td>3.84</td>
<td>0.66</td>
<td>1.54</td>
<td>4.83</td>
</tr>
<tr>
<td>Path 206-260</td>
<td>1.39</td>
<td>0.44</td>
<td>1.34</td>
<td>1.19</td>
<td>0.95</td>
<td>1.29</td>
<td>1.58</td>
<td>0.71</td>
</tr>
<tr>
<td>Path 231A-208</td>
<td>0.37</td>
<td>1.78</td>
<td>0.19</td>
<td>2.15</td>
<td>2.05</td>
<td>1.57</td>
<td>0.56</td>
<td>1.19</td>
</tr>
<tr>
<td>Path 242A-231A</td>
<td>22.18</td>
<td>22.57</td>
<td>12.65</td>
<td>3.33</td>
<td>16.58</td>
<td>16.67</td>
<td>1.12</td>
<td>16.51</td>
</tr>
<tr>
<td>Path 251-240A</td>
<td>0.76</td>
<td>0.97</td>
<td>1.28</td>
<td>1.26</td>
<td>1.83</td>
<td>1.25</td>
<td>1.61</td>
<td>1.36</td>
</tr>
<tr>
<td>Path 260-131</td>
<td>3.68</td>
<td>2.91</td>
<td>0.96</td>
<td>10.35</td>
<td>3.94</td>
<td>3.06</td>
<td>1.21</td>
<td>6.32</td>
</tr>
<tr>
<td>Path 260-251</td>
<td>1.24</td>
<td>1.34</td>
<td>0.74</td>
<td>1.21</td>
<td>0.93</td>
<td>1.19</td>
<td>1.29</td>
<td>1.46</td>
</tr>
<tr>
<td>Path J1-206</td>
<td>1.03</td>
<td>1.51</td>
<td>2.72</td>
<td>3.49</td>
<td>0.97</td>
<td>1.69</td>
<td>3.84</td>
<td>1.99</td>
</tr>
</tbody>
</table>

4.5.5 Success Ratio of Direction Provision

Table 4.1 provides the average distance between the destination and the actual position achieved by the user. This table shows that most of the paths were completed successfully. In particular, in 79% of the experiments the system guided the user to the desired destination within an average distance of 1.5 meters. In 9% of the experiments the error the system guided the user to a location adjacent to the desired destination with an average distance of 2.75 meters. The calculation of the error was implemented by comparing the ground truth position with the location estimation of the system.

To calculate the state estimation of the system the K-Means clustering algorithm was used. The algorithm clusters all the particles, not taking into consideration if they belong in different particle filters. The clusters are circles in the state space with maximum radius of 3 meters. The K-Means algorithm starts with 3 clusters and adds more clusters if the particles are scattered. Respectively, when the particles gather together, the clusters merge. The cluster with the most amount of particles is chosen and its mean is considered to be the state estimation. Fig. 4.3 shows an example of the localization error during the progression of a path. Each graph represents the progression of one of the particle filters. The particle filters that do not have a correct estimation of the user’s step length have higher localization error. It is clear that the
Table 4.2: Distance between ground truth and destination (m)

<table>
<thead>
<tr>
<th>Distance from Destination</th>
<th>User 1</th>
<th>User 2</th>
<th>User 3</th>
<th>User 4</th>
<th>User 5</th>
<th>User 6</th>
<th>User 7</th>
<th>User 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 109-118</td>
<td>0.98</td>
<td>1.14</td>
<td>0.76</td>
<td>2.38</td>
<td>0.98</td>
<td>1.05</td>
<td>1.05</td>
<td>1.01</td>
</tr>
<tr>
<td>Path 118-129</td>
<td>16.79</td>
<td>1.75</td>
<td>1.35</td>
<td>1.47</td>
<td>1.99</td>
<td>1.97</td>
<td>1.27</td>
<td>1.20</td>
</tr>
<tr>
<td>Path 129-109</td>
<td>0.54</td>
<td>3.10</td>
<td>1.42</td>
<td>2.81</td>
<td>2.69</td>
<td>0.96</td>
<td>1.39</td>
<td>1.32</td>
</tr>
<tr>
<td>Path 206-260</td>
<td>1.55</td>
<td>1.03</td>
<td>0.40</td>
<td>1.29</td>
<td>1.43</td>
<td>1.07</td>
<td>1.13</td>
<td>1.29</td>
</tr>
<tr>
<td>Path 231A-208</td>
<td>0.65</td>
<td>0.41</td>
<td>1.21</td>
<td>0.86</td>
<td>0.87</td>
<td>0.91</td>
<td>0.99</td>
<td>0.77</td>
</tr>
<tr>
<td>Path 242A-231A</td>
<td>8.66</td>
<td>4.95</td>
<td>6.97</td>
<td>2.00</td>
<td>0.71</td>
<td>5.80</td>
<td>1.40</td>
<td>2.17</td>
</tr>
<tr>
<td>Path 251-240A</td>
<td>0.88</td>
<td>0.49</td>
<td>0.55</td>
<td>0.70</td>
<td>0.67</td>
<td>0.19</td>
<td>0.52</td>
<td>0.10</td>
</tr>
<tr>
<td>Path 260-131</td>
<td>1.23</td>
<td>1.36</td>
<td>0.45</td>
<td>0.62</td>
<td>5.49</td>
<td>0.49</td>
<td>0.65</td>
<td>6.11</td>
</tr>
<tr>
<td>Path 260-251</td>
<td>0.48</td>
<td>1.18</td>
<td>0.54</td>
<td>1.15</td>
<td>0.27</td>
<td>0.82</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>Path J1-206</td>
<td>1.09</td>
<td>1.05</td>
<td>2.61</td>
<td>0.73</td>
<td>0.27</td>
<td>2.13</td>
<td>0.93</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Localization error is getting higher as we progress the path, but drops instantly when the user confirms a landmark. When a landmark is confirmed, the particle filters that die are resampled with a better step length estimation.

4.5.6 Off course correction

In some of the experiments users might miss a landmark or move further away from the landmark confirmed. In this case the system adapts the instructions depending on what the location estimation of the user is. For example, in a path the user had to follow this set of instructions:

1. ”Follow the wall to your left until you reach a hallway intersection”
2. ”Turn left”
3. ”Follow the wall to your right until you reach a ramp”
4. ”Take the ramp down”
5. ”Follow the wall to your right until you reach a hallway intersection”
6. ”Move straight until you pass the hallway”

However the user advanced further away from the end of the ramp and reached the hallway intersection. In this case the phone provided the following instructions:
Figure 4.3: A graph showing the localization error during the execution of a path. The different lines represent the distance of the different particle filters from the actual location of the user.

1. ”Follow the wall to your left until you reach a hallway intersection”

2. ”Turn left”

3. ”Follow the wall to your right until you reach a ramp”

4. ”Take the ramp down”

5. ”Move straight until you pass the hallway”

We see in this case that the phone provided a more suitable instruction since the user had already advanced in the path.

4.5.7 Computational overhead

The system managed to run all the experiments smoothly without running into issues due to the limited computational power of the phone. The system must be able to process all the data it receives from the sensors and the user in real time. That means that it must run a full localization loop in under 1 second. To achieve this, we used
<table>
<thead>
<tr>
<th>Profiling</th>
<th>Avg total time</th>
<th>Avg time per step</th>
<th>Time std</th>
<th>Max step time</th>
<th>Avg steps</th>
<th>Avg time for transition</th>
<th>Avg time for observation</th>
<th>Avg time for sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path 1</td>
<td>2808.13</td>
<td>39.14</td>
<td>22.11</td>
<td>95.13</td>
<td>71.63</td>
<td>1281.75</td>
<td>2048.13</td>
<td>39.88</td>
</tr>
<tr>
<td>Path 2</td>
<td>4332.13</td>
<td>37.72</td>
<td>21.47</td>
<td>99.75</td>
<td>114.75</td>
<td>1970.88</td>
<td>3116.75</td>
<td>58.25</td>
</tr>
<tr>
<td>Path 3</td>
<td>5237.13</td>
<td>39.88</td>
<td>23.03</td>
<td>106.25</td>
<td>131.5</td>
<td>2220.38</td>
<td>3764.75</td>
<td>64</td>
</tr>
<tr>
<td>Path 4</td>
<td>3444.13</td>
<td>39.23</td>
<td>23.40</td>
<td>104.88</td>
<td>87.88</td>
<td>1556.75</td>
<td>3764.75</td>
<td>35.25</td>
</tr>
<tr>
<td>Path 5</td>
<td>3114.75</td>
<td>40.01</td>
<td>22.29</td>
<td>106.38</td>
<td>77.25</td>
<td>1409.38</td>
<td>2241.63</td>
<td>44.38</td>
</tr>
<tr>
<td>Path 6</td>
<td>4387.88</td>
<td>39.41</td>
<td>23.15</td>
<td>114.13</td>
<td>111.38</td>
<td>2007.5</td>
<td>3158.5</td>
<td>40.5</td>
</tr>
<tr>
<td>Path 7</td>
<td>3397.88</td>
<td>39.02</td>
<td>22.04</td>
<td>99.5</td>
<td>86.38</td>
<td>1490.25</td>
<td>2358.38</td>
<td>43.25</td>
</tr>
<tr>
<td>Path 8</td>
<td>4861.86</td>
<td>41.25</td>
<td>24.16</td>
<td>118</td>
<td>117.86</td>
<td>2118.57</td>
<td>3549.57</td>
<td>69.71</td>
</tr>
<tr>
<td>Path 9</td>
<td>3953.5</td>
<td>40.39</td>
<td>23.24</td>
<td>105.13</td>
<td>97.13</td>
<td>1811.75</td>
<td>2883.75</td>
<td>46.88</td>
</tr>
<tr>
<td>Path 10</td>
<td>3684.38</td>
<td>38.69</td>
<td>21.79</td>
<td>92.5</td>
<td>95.5</td>
<td>1676.13</td>
<td>2629</td>
<td>39.13</td>
</tr>
</tbody>
</table>

Table 4.3: Profiling data (msec)

a small number of particles (350), however, profiling data during the execution of the experiments suggest that we can increase the number of particles. An average particle filter step takes about 40 ms while the maximum step time reached 114.13 ms. These data indicate we can increase the number of particles at least 8 times.
Chapter 5  Conclusion

After testing the initial and the improved approach this section provides an overall summary of the work and discusses possible future steps.

5.1 Summary

The first part of this work presented a study on the feasibility of navigating a user with VI through an indoor environment using a minimalistic and interactive sensing approach achievable with a smart phone. The sensors used in the experiments are inexpensive and available on popular portable devices. Nevertheless, they are also highly erroneous. For instance, compass sensors, especially cheap ones, perform very poorly in indoor environments due to metal structures and electro-magnetic noise. This was also the case in the building where the experiments presented in this work were executed. Despite this challenge, it was still possible to track a human user who does not have any visual feedback with sufficient accuracy through an interactive localization process.

The latest user studies navigated in more complex environments that involve a larger variety of landmarks, for instance, multiple floors that involved elevators and ramps. Furthermore, in the current system the next direction is provided automatically based on the user’s confirmation of successfully executing the previous instruction and the location estimation. The overall approach combines manual (upon user confirmations) and automatic direction provisions (based on localization estimates).

The user studies have shown that the success of the path depends mostly on the type of the path that is chosen for the user. Paths that have few and distinctive landmarks are more successful than paths that require door counting. Paths where the user had to confirm more than 2 doors in a row usually failed to localize the user accurately. In the future, the path planning approach should take into consideration the type of landmarks the user will have to confirm along each path and select the
path that will lead the user to the target destination with the highest probability.

This line of research opens the door to exciting new applications for methods from robotics in the area of human-centered autonomous intelligent systems. For instance, minimalistic approaches could be employed to improve localization accuracy while maintaining a low computational overhead. Similarly, it is interesting to investigate how to automatically plan alternative paths that lead along a larger number of landmarks or along more distinguishable landmarks, such as preferring a hallway confirmation over a door. Such planning under uncertainty tools may significantly boost chances of the user successfully arriving at the destination and the localization estimate being more accurate.

5.2 Future work

Although a system that can successfully navigate a user with visual impairments was presented, there is still room for many improvements. First, and most important, the path planning process should be changed. So far, the A* algorithm was choosing the shortest path for the user to follow. Although this might decrease the time it takes to follow the path, it might compromise the success of the path. A different objective function must be implemented for the path planning process. The objective function should take into consideration the number of distinctive landmarks along the execution of the path in order to provide higher probability of successful completion. In this manner, a longer path might be selected for the user to follow, but it will ensure the highest probability of successfully guiding the user to the target destination.

Also, the highly erroneous sensors can be replaced with more accurate sensors. The phone accelerometer can be replaced with an external wireless accelerometer that can provide more accurate data about the steps of the user.

2D maps of an indoor environment, as used here, can be acquired from architectural blueprints. Nevertheless, it may be more useful to use richer types of representations. 3D virtual models can be employed to more accurately represent indoor environments with multiple levels and features like low ceilings, ramps, uneven floors
and rails, which are impediments to navigation for users with VI. It is interesting to investigate how to extract landmarks such as doors or staircases automatically from the geometry of such models in order to utilize them in navigation and localization tools for individuals with VI. 3D models may be easier to annotate than 2D maps as users can more easily visualize the space.

Finally, it is also possible to make use of more realistic models of human motion [7]. Now the transition model representing the human motion is a simple unicycle-like system. This model can later be improved to represent the more complex model of the human motion.
Bibliography


