Local Rules for Protein Folding on a Triangular Lattice and Generalized Hydrophobicity in the HP Model
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Abstract

We consider the problem of determining the three-dimensional folding of a protein given its one-dimensional amino acid sequence. We use the HP model for protein folding proposed by Dill [7], which models protein as a chain of amino acid residues that are either hydrophobic or polar, and hydrophobic interactions are the dominant initial driving force for the protein folding. Hart and Istrail [9] gave approximation algorithms for folding proteins on the cubic lattice under HP model. In this paper, we examine the choice of a lattice by considering its algorithmic and geometric implications and argue that triangular lattice is a more reasonable choice. We present a set of folding rules for a triangular lattice and analyze the approximation ratio they achieve. In addition, we introduce a generalization of the HP model to account for residues having different levels of hydrophobicity. After describing the biological foundation for this generalization, we show that in the new model we are able to achieve similar constant factor approximation guarantees on the triangular lattice as were achieved in the standard HP model.
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While the structures derived from our folding rules are probably still far from biological reality, we hope that having a set of folding rules with different properties will yield more interesting folds when combined.

1 Introduction

A long standing problem in molecular biology is to determine the three-dimensional structure of a protein when only given the sequence of amino acid residues which compose the protein chain. Due to the complexity of the protein folding problem, scientists have proposed a variety of models which attempt to simplify the problem by abstracting only the “essential physical properties” of real proteins. In these models, the three dimensional space is often represented by a lattice. Residues which are adjacent in the primary sequence (i.e. covalently linked) must be placed at adjacent points in the lattice. A conformation of a protein is simply a self-avoiding walk along the lattice. The protein folding problem STRING-FOLD is that of finding a conformation of the protein sequence on the lattice such that the overall energy is minimized, for some reasonable definition of energy. The lattice formulation described so far leaves open two important questions: what type of lattice should one use; and what energy function is appropriate. Once these two questions have been answered, one may then address the algorithmic complexity of optimizing the energy function for the lattice. For a variety of such simple models, this minimization problem is in fact NP-hard [16, 15, 18].

In this paper, we consider the Hydrophobic-Polar (HP) Model introduced by Dill [7]. The HP model abstracts the problem by grouping the 20 amino acids which compose proteins into two classes: hydrophobic (or non-polar) residues and hydrophilic (or polar) residues. For concreteness, we will take our input to be a finite string over the alphabet \{H,P\}^*, where P represents polar residues, and H represents hydrophobic residues. Dill et.al. [6] survey the literature analyzing this model.

1.1 Selecting an energy function.

Given a conformation, we say that a pair of residues form a topological contact (or simply contact) if the residues are not covalently linked (i.e. they are not adjacent along the sequence) and are placed on neighboring lattice points. A bond refers to a topological contact between a pair of H’s.

Define the free energy of a conformation as \((-1) \times (#\text{ of bonds})\). The optimal conformation for the protein is the one which has the lowest free energy.

The biological foundation of this energy function is the belief that the first-order driving force of protein folding is due to a “hydrophobic collapse” in which those residues which prefer to be shielded from water (hydrophobic residues) are driven to the core of the protein, while those which interact more favorably with water (polar residues) remain on the outside of the protein. The protein is hypothesized to fold in such a way as to minimize the surface area of hydrophobic residues exposed to water or polar residues.

1.2 Selecting a lattice.

HP simulations have typically followed Dill’s original choice of square lattices [REFERENCE?]. Unfortunately, one rather severe consequence of the structure of the square lattice is that no two amino acids can be in adjacent lattice points if the string between them is of odd length. We call this the parity constraint of square lattices. Thus, the string (PH)^n has no bonds in a square lattice, despite the fact that such a protein string has many potential bonds in “real space”.
The bizarreness of the parity constraint illustrates another possible pitfall of algorithmic analysis of this problem. An approximation ratio for a maximization algorithm is the ratio of a lower bound on the performance of the algorithm and an upper bound on the optimal solution. Thus, it is desirable to raise the lower bound of the algorithmic solution, or to lower the upper bound of the optimal solution. But in the case of the STRING-FOLD problem on a square lattice, the upper bound is artificially low, due to the parity constraint. To illustrate, consider once again the string 
\((PH)^n\), which has a trivial upper bound of 0 bonds, so any algorithm will achieve the optimum. Thus, any approximation ratio on a square lattice will have little meaning for moving towards a “realistic” solution of the problem.

If the square lattice is so seriously flawed, what is a more interesting lattice choice? We propose using triangular lattices as a folding model. The two- and three-dimensional triangular lattices are shown in Figure 1 and Figure 12.\(^1\) The triangular lattice does not exhibit the parity problem. That is, for every pair of sites \(x, y\) on any string, there exists a confirmation of the string on the triangular lattice such that \(x\) and \(y\) are neighboring sites on the lattice.

The triangular lattice represents the dual of the (thought to be) densest packing of unit spheres, in both two and three dimensions [4]. This provides an additional geometric argument to support the triangular lattice model under the assumption of amino acids of roughly similar size. The higher “kissing” numbers of triangular lattice packings (6 in \(R^2\) and 12 in \(R^3\)) over square lattice packings (4 in \(R^2\) and 6 in \(R^3\)) provide greater freedom to construct conformations, as evidenced by the absence of a parity constraint. Finally, using a triangular lattice enables the core of the protein to take on more natural shapes. Consider the string \texttt{HHPHHPHHPH}. On a two dimensional triangular lattice, the first \(H\) can be the centroid and rest of the \(H\)’s form a hexagon around it. This makes a better fit for the sphere as against the ones we can get with square lattice.

1.3 Past results.

From a computational point of view, it is not known whether or not the problem of finding an optimal conformation using the above specified energy function (on either square or triangular lattices) is NP-hard. The problem is known to be NP-complete when the alphabet size is unbounded and the lattice is a two- or three-dimensional square lattice [17]. Hart and Istrail [9] presented approximation algorithms on the square lattice having approximation factor of 1/4 on the two-dimensional square lattice and 3/8 in three-dimensions. Also Börnberg-Bauer [3] implemented chain growth algorithms and Hart [11] investigates the inverse protein folding problem for the square lattice.

Unfortunately optimal conformations on square lattices may be arbitrarily worse than the optimal on lattices without the parity problem. It is therefore interesting to examine the HP folding problem on triangular lattices, and to strive for conformations approaching the more natural optimal score found there. The utility of the triangular lattice was also observed independently by Kleinberg [13]. Based on our star folding Hart and Istrail [12] are able to achieve 31/36-approximation for sequences with side chains on the face-centered cubic lattice.

1.4 Our results.

We present a collection of local folding rules for the HP model on triangular lattices, in both two and three dimensions, and we prove approximation ratios for each of these rules. For all of our

\(^1\)This three-dimensional lattice is based on the topology of the \(\beta\) form of Silicon Carbide. The nodes in this lattice correspond to the silicon atoms in the Silicon Carbide crystal. Two nodes in this lattice are connected if there exists a carbon atom that is bonded to both of the two silicon atoms corresponding to the nodes.
rules, these ratios are better than those achieved in by Hart and Istrail [9] for the square lattice. As pointed out above, an approximation ratio can often be a misleading. We provide these numbers as a rough guideline, since no more appropriate measure of goodness for a rule is available. Yet, since optimal solutions for triangular lattices are so much more densely packed than are optimal solutions for square lattices, we achieve our approximations by local rules which yield very dense structures. That is, since the upper bound of the optimal solution is much higher, the performance of the folding algorithms must increase correspondingly.

In Sections 2 and Sections 3, we describe the folding rules for the two- and three-dimensional lattices, respectively. All of our folding rules are implementable in linear time. The following table summarizes the proposed rules for protein folding under the HP model in the two- and three-dimensional triangular lattices.

<table>
<thead>
<tr>
<th></th>
<th>backbone folding</th>
<th>improved backbone folding</th>
<th>arrow folding</th>
<th>improved arrow folding</th>
<th>star folding</th>
<th>combined folding</th>
<th>improved star folding</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>1/4</td>
<td>1/2</td>
<td>1/2</td>
<td>6/11</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>3D</td>
<td>3/10</td>
<td>2/5</td>
<td>14/30</td>
<td>n/a</td>
<td>16/30</td>
<td>44/75</td>
<td>3/5</td>
</tr>
</tbody>
</table>

In Section 4, we extend the HP model by considering a more general representation of hydrophobic residues. The new model is motivated by the fact that certain hydrophobic residues are more hydrophobic than others. While in the standard HP model all hydrophobic residues have identical hydrophobicities, our new model allows different residues to have different hydrophobicities and contacts between hydrophobic residues contribute to the energy function proportional to their combined hydrophobic strength. After describing the biological foundation for this generalization, we show that in the new model we are able to achieve similar constant factor approximation guarantees on the triangular lattice as were achieved in the standard HP model.

2 Rules for Two Dimensions

The two dimensional triangular lattice is shown in Fig. 1. Every node in this lattice has 6 neighbors. For a node $v$, denote the six neighbors of $v$ as shown in Fig. 1.

For a binary sequence $S$, let $s_1$ be the number of H's in $S$. For simplicity, assume that $S$ begins and ends with a P. For a conformation $f$ of $S$, let $C(S, f)$ denote the number of bonds.

**Lemma 1** For every conformation $f$ of binary sequence $S$ in the two dimensional triangular lattice

$$C(S, f) \leq 2 \cdot s_1.$$
Figure 2: The backbone-folding

Figure 3: The conformation of $P^iH^j$, $i,j > 0$ when (a) $j > 1$, (b) $j = 1$, $i > 1$, (c) $j = 1$, $i = 1$. White circles represent $P$, black circles represent $H$, and gray circles represent $H$ preceding $P^i$. Thick line represents sequence of $j - 2$ $H$'s.

Proof Since any internal node (not corresponding to the beginning or the end of the sequence) can have at most 4 topological neighbors in the two dimensional triangular lattice (out of six neighbors, two are connected along the sequence), $C(S,f) \leq 2 \cdot s_1$.

Notice that a $H$-node at the beginning or at the end of the sequence can have 5 topological neighbors leading to $C(S,f) \leq 2 \cdot s_1 + 1$. This situation is avoided due to the simplifying assumption.

2.1 Backbone-folding: 1/4-Approximation

We describe a very simple folding strategy based on laying out two backbones anti-parallel to each other such that most of the bonds are achieved among the $H$'s along a backbone and the $H$'s across the backbones. The general scheme of backbone folding is shown in Fig. 2. We refer to this conformation as backbone-folding. This is the folding rule used in [10].

Fig. 3 describes the rules for backbone folding of sequence $P^iH^j$. It is easy to see that these rules create a conformation satisfying the following two conditions: (1) every $H$ is placed on the backbone, (2) no two $P$'s are consecutive along the backbone.

Lemma 2 Let $f^b$ be the backbone-folding of binary sequence $S$. Then

$$C(S,f^b) \geq \frac{1}{2}s_1.$$  

Proof Each node of the backbone has two topological neighbors on the other backbone and one of those has to be $H$. All $H$'s are on the backbones, each creates at least one bond and therefore $C(S,f^b) \geq \frac{1}{2}s_1$.

Lemmas 1 and 2 together imply
**Corollary 1** Backbone-folding yields a $1/4$-approximation for the STRING-FOLD problem in the HP model for two-dimensional triangular lattices for large values of $s_1$.

### 2.2 Improved Backbone-folding: 5/12-Approximation

We give a folding algorithm for the two-dimensional triangular lattice and prove that its performance is guaranteed to be at least $1/2$ of optimal. Recall from Lemma 1 that the optimal conformation of a protein on the 2d lattice has 2 bonds per H.

The algorithm starts folding the protein by bringing the first and last H-residues together. It then folds it up to the middle forming a backbone of two parallel lines. The backbone is divided into two types of regions, namely full (F) and transition (T) regions. Both lines of the backbone enter and exit each region together. In full regions, only H-residues are placed on the backbone and ladders around the two lines forming the backbone are used to accommodate any intervening P-residues. When in the process of building a full region all ladders for P-residues are exhausted, the full region stops there and a transition region starts. When ladders for P-residues are available again, a new full region starts. Full can be arbitrarily long and each guarantees 1 bond per H-residue, plus a few additional bonds. These additional bonds are counted together with the bonds of the next transition region,\(^2\) so as every region to guarantee at least 1 bond per H-residue.

The algorithm starts at the two ends of the protein, brings the first and last H-residues together, and incrementally fixes the positions of the residues up to the middle using as a skeleton two adjacent parallel lines in the lattice, $\ell_1$ and $\ell_2$. The rules below treat lines $\ell_1$ and $\ell_2$ identically. From now on we refer to them as $\ell, \ell'$ where we do not specify which is which. Figure 4 defines a reference system around a point $o$ on line $\ell$. The convention is that $o'$ is the point on $\ell'$ opposite to $o$, and to the direction opposite to the endpoints of the protein.

Some notation: We say that $o = x$ where $x \in \{H, P, \varepsilon\}$ to specify the contents of $o$ with $\varepsilon$ standing for “empty”. We say $o \equiv x$ where $x$ is one of $\alpha, \beta$, etc. when referring to folds in Figure 5, to specify that the $x$ point in the fold coincides with the point $o$ we refer to.

The $F$-regions start by placing two H-residues one on each line, and touching. For each $\ell$ (=\(^2\)Transition regions can contribute fewer bonds than 1 per H-residue.)
\( \ell_1 \) or \( \ell_2 \) if we call \( o \) the starting point of the \( F \)-region on \( \ell \), the \( T \)-rules make sure that \( u_1 = \varepsilon \). The \( F \)-rules apply under the following conditions: (1) The last \( \text{H} \)-residue placed on \( \ell \) was placed on \( o \in F \). (2) \( o' \in F \) (3) \( v_1 = \varepsilon \). Whenever \( o \in F \) and either (2) or (3) fails, then \( v_1 \) will be the first residue of \( \ell \) in the new \( T \)-region and the rules for \( T \)-regions apply. Denote by \( R_0, R_1, R_2, \ldots \) the subsequence of residues starting from \( o \) and towards \( o' \). Denote by \( R_0', R_1', R_2', \ldots \) the subsequence of residues starting from \( o' \) and towards \( o \). Notice that the ladders in folds A,B,C contain only \( \text{H} \)-residues.

**Rules for \( F \)-regions:**

1. **If** \( u_1 = \varepsilon \) **then**
   - **If** \( R_0 \cdots R_k = \text{H}^{p} \text{HH} \) and \( n_1' \in F \)
   - then fold according to C letting \( o \equiv \alpha \)
   - Else fold according to A letting \( o \equiv \alpha \).

2. **If** \( u_1 \neq \varepsilon \) **then**
   - **If** \( R_0 \cdots R_k = \text{H}^{p} \text{H} \)
   - then fold according to C letting \( o \equiv \gamma \)
   - Else fold according to B letting \( o \equiv \alpha \)

The \( T \)-region consists of one application of the rules for \( T \)-regions. That is to say, one of the folds \( A', B', C' \) in Figure 6 is chosen for \( \ell_1, \ell_2 \), whereby the \( T \)-region lies between, and not including, the points \( \alpha, \beta \) on these folds. (The empty circles in the folds of Figure 6 represent positions where \( \text{H} \)-residues may be placed.) The two points \( \alpha \) (one for each line) are the end of the preceding \( F \)-region, and the two points \( \beta \) are the beginning of the succeeding \( F \)-region. The idea is for \( T \) to be kept short, and in particular not to contain “too many” \( \text{H} \)-residues. Towards that aim, the following restriction applies: in all rules, we put as few residues in the ladders while still assuming that the \( \beta \) position of the fold is an \( \text{H} \)-residue. That is to say, when using \( A' \) the first \( \text{H} \)-residue among \( R_3, R_4, \ldots \) is placed on \( \beta \). When using \( C' \) the first among \( R_2, R_3, \ldots \) is placed on \( \beta \). As a consequence, the only residue that can be \( \text{H} \) off the line \( \ell \), when using \( A' \) is \( R_3 \), and when using \( C' \) is \( R_1 \). In the rules below, let \( o, o' \) be the last two residues of the preceding \( F \)-region, and let \( R_0, R_1, \ldots \) and \( R_0', R_1', \ldots \) be the subsequences starting at \( o, o' \), respectively.

**Rules for \( T \)-regions:**

1. **If** \( u_1' = \varepsilon \) **then**
   - **If** \( R_2 = \text{H} \) **then** use \( C' \) on \( \ell \) and \( \ell' \)
   - Else If \( R_3 = \text{H} \) **then** use \( C' \) on \( \ell' \) and \( B' \) on \( \ell \)
   - Else If \( R_3' = \text{H} \) **then** use \( B' \) on \( \ell' \) and \( A' \) on \( \ell \)

---

\[ \text{This implies that an \( \text{H} \)-residue can be put on ladders of \( A' \) or \( C' \), which was prohibited for ladders in the \( F \)-region.} \]
Figure 7: The arrow-folding

Figure 8: Placement of strips in the arrow-folding

Else use $A'$ on $\ell$ and $\ell'$

2. If $u'_i \notin \varepsilon$ then
   If possible, then choose the shortest two flat folds for both $\ell$ and $\ell'$ s.t. the $\beta$ positions of both folds touch.
   Else If $R_3'' = H$ then use $H'$ on $\ell'$ and $A'$ on $\ell$.
   Else use $A'$ on $\ell$ and $\ell'$.

Lemma 3 Let $f^B$ be the improved backbone-folding of binary sequence $S$. Then

$$C(S, f^B) \geq s_1.$$ 

Proof [PLEASE, ADD THE PROOF?]

Lemmas 1 and 3 together imply

Corollary 2 Improved backbone-folding yields a $1/2$-approximation for the STRING-FOLD problem in the HP model for two-dimensional triangular lattices for large values of $s_1$.

2.3 Arrow-folding: $1/2$ Approximation

Define a strip as a maximal substring of $S$ containing only H's. A $k$-strip is a strip of size $k$. For example, $\text{HHHH}$ is a 4-strip starting at position 2 of $S = \text{PHHHPHPPPHHPPPHHHHH}$. Define a separator to be a maximal substring of $S$ containing only P's and a $k$-separator likewise. For example, PPPP is a 4-separator between 1-strip and 2-strip in the previous example. A $k$-strip ($k$-separator) is long if $k > 1$. In the following we describe a certain conformation which we call arrow-folding and show that for this conformation, we get at least $s_1$ bonds, leading to a $1/2$-approximation.

Fig. 7 shows the general scheme of arrow-folding. Define levels $L^0$, $L^{+1}$, and $L^{-1}$ as shown in Fig. 7. We fold a sequence along this pathway such that (i) all the H's are distributed only in $L^0$, $L^{+1}$, and $L^{-1}$ and (ii) all the nodes on level $L^0$ are H's. This is achieved by placing the strips as
shown in Fig. 8. In the figure we show the case of \(k\)-strips, \(1 \leq k \leq 7\), but it follows a general pattern as is evident in the figure. For \(k \equiv 0(\text{mod} 3)\), both the first and the last nodes of the strip are on level \(L^{+1}\) or \(L^{-1}\). For \(k \equiv 1(\text{mod} 3)\), both the first and the last nodes of the strip are on level \(L^0\). For \(k \equiv 2(\text{mod} 3)\), the first node of the strip is on level \(L^0\) and the last node of the strip is on level \(L^{+1}\) or \(L^{-1}\). Notice that a mirror image with respect to the \(L^0\) line does not affect the general schema of folding. We connect two consecutive strips using the separators such that the entire sequence still follows the general schema dictated by arrow-folding. The precise description of arrow-folding is cumbersome and unnecessary. Fig. 9 shows an example of arrow-folding.

**Lemma 4** Let \(f^a\) be the arrow-folding of binary sequence \(S\). Then

\[
C(S, f^a) \geq s_1 - 3.
\]

**Proof** To compute the number of bonds, notice that every \(H\) node \(v\) on level \(L^0\) pairs exclusively to the \(H\) on \(L^0\) to its right, i.e. \(EE(v)\) (except for the terminal case). Also, every \(H\) node \(v\) at level \(L^{+1}\) (\(L^{-1}\)) pairs exclusively to the \(H\) node \(SE(v)\) (\(NE(v)\)) at level \(L^0\). Simple counting gives the number of bonds as \(s_1 - 3\). □

Lemmas 1 and 4 together imply

**Corollary 3** Arrow-folding yields a \(1/2\)-approximation for the STRING-FOLD problem in the HP model for two-dimensional triangular lattices for large values of \(s_1\).

### 2.4 Improved Arrow-folding: a \(6/11\)-approximation

Even when folding sequence \(S\) optimally, it can happen that some internal node \(H\) has less than 4 bonds, i.e. its topological neighbor is an internal node \(P\) or no internal node at all. We call such pair of topological neighbors a conflict. Let \(c_f\) be the number of conflicts in conformation \(f\). Since each conflict excludes a bond, the number of bonds formed by conformation \(f\) is

\[
C(S, f) = (4s_1 - c_f)/2.
\]

Conflicts in conformations are tightly related to breakpoints in the folded sequence \(S\). A breakpoint is a position in \(S\) at which a \(P\) is followed by a \(H\) or a \(H\) is followed by a \(P\). Fig.10 shows all possibilities for two triangles adjacent to a breakpoint. Not all breakpoints in \(S\) force conflicts in conformations, weak breakpoints \(HP-HP\) (or \(PH-PH\)) can be folded without creating conflicts, Strong breakpoints \(PP-HP\) (or \(HH-PH\)) in any conformation always create at least one conflict and very strong breakpoints \(PP-HH\) (or \(HH-PP\)) create two conflicts in any conformation.
Figure 10: Conformation with breakpoints and conflicts; Solid lines represent the folding pathway; Dashed lines represent conflicts; Crosses represent absence of a node of S.

Breakpoints P-HP..., ...PH-P (P-HH..., ...HH-P) at the beginning and at the end of S are strong (very strong). Let $b_S$ be the number of strong breakpoints plus twice the number of very strong breakpoints. The same conflict can be forced by at most two different non-weak breakpoints, therefore $c_f \geq b_S/2$. Thus we have improved upper bound on $C(S,f)$.

Lemma 5 For every conformation f of binary sequence S in the two dimensional triangular lattice we have

$$C(S,f) \leq 2s_1 - b_S/4.$$ 

Note that each long strip (or long separator) contributes 2 to the value of $b_S$ (the first and the last strip of P's contribute only 1).

For certain parts of the sequence, a better analysis of arrow-folding leads to an approximation ratio better than 1/2. For other parts of the sequences we need to modify the “regular” arrow-folding to achieve a better approximation.

Suppose S is arbitrarily divided into k segments $S_1, \ldots, S_k, S = S_1 \cdots S_k$. Let $C_1, \ldots, C_k$ be the corresponding division of bonds ($C_i$ is the number of bonds contributed exclusively by the H nodes in $S_i$), $C_1 + \cdots + C_k = C$. We denote the number of H's in $S_i$ by $t_i$ and the number of breakpoints in $S_i$ exclusively due to $S_i$ by $b_i$. Let $r_i = \frac{C_i}{2t_i - b_i/4}$ be the ratio achieved by conformation f for sequence $S_i$. From the fact that $(a + c)/(b + d) \geq \min\{a/b, c/d\}$ we have

$$\frac{C(S,f)}{2s_1 - b_S/4} = \frac{C_1 + \cdots + C_k}{(2t_1 - b_1/4) + \cdots + (2t_k - b_k/4)} \geq \min\{r_1, r_2, \ldots, r_k\}.$$
In the following we demonstrate a partitioning scheme for the input sequence and show that in the worst case we achieve $6/11$ approximation. We refer to the conformation thus obtained as **improved-arrow-folding**. We assume that the input binary sequence starts with a P. We scan the sequence left to right, cut the sequence at certain place and analyze the cut prefix. In any particular iteration we examine at most 4 strips and 4 separators ahead to decide on the position of the next cut. Recall that any H node in the sequence contributes one bond in the arrow-folding. Any exclusive bond contributed by a H node in addition to the “regular” is an extra bond. For a certain prefix let $\delta$ denote the total number of extra bonds contributed by the H nodes in the prefix. Also let $\beta$ denote the number of breakpoints contributed by the prefix. Let $s$ denote the number of H nodes in the prefix. So on a per H node basis the extra bonds contributed exclusively by the prefix is $\delta/s$ and the number of breakpoints is $\beta/s$. Hence, for this prefix, the ratio $r$ of the number of bonds achieved to the number of bonds achievable is $\frac{1+\beta/s}{2-\delta/s}$.

Notice that in the arrow-folding, whenever we have a strip of size greater than 5, we achieve 1 extra bond and the number of extra bonds increases by 1 for every increase in the size of the strip by 3 (for $k$-strip, $k \equiv 1 \pmod{3}, k \geq 7$, we need to slightly deviate from the normal arrow-folding to achieve the claimed extra bonds). A little inspection of the above expression reveals that an extra bond outweights an increase of 3 in $s$. From this perspective, the worst case for the ratio is when the length of any strip is 5. That is when $s$ is maximum without giving us the advantage of extra bond. In the following analysis, often we will take the size of strip as 5 without favoring our case, supported by this argument.

Also notice that 2 consecutive long strips with a separator between them gives us an extra bond between the last front of the first strip and first front of the second strip.

The approach to the improvement is the following. We study certain prefix and propose an alternative conformation for the prefix such that the segment before it and the segment after it are oblivious of this alternative conformation. As far as the neighboring segments are considered it is an arrow-folding, i.e. the alternative conformation can assume a normal arrow-folding before it and always ends like a normal arrow-folding. For this we need to ensure that the alternative conformation is contained inside the pattern space (Fig. 7) imposed by the normal arrow-folding. We also need to ensure that the first H node of any segment starts at current level P (so that the H nodes from last segment can count on gaining a bond via this node). Notice that a previous long strip may end at level P or at level $1^+$ (or $1^-$). So to start a new segment we must take into account both of these cases for the previous segment whenever it makes a difference. We exercise the liberty to change the level for a segment with respect to the same level for the previous segment. In other words we may shift the levels up or down for consecutive segments to gain extra bonds. It will become clear from the case analysis in the following.

Let the prefix of $S$ containing 4 strips and 4 separators be $P^A H^B P^C H^D P^E H^F P^G H^H$. We will decide on the position to cut depending on the values of $A$ through $H$. In the following we do a case analysis on different values of $A$ through $H$ and let $P$ be the cut prefix.

**Case 1:** $A > 1$; $P = P^A H^B$.
If $B = 1$ then $\delta = 0$, $\beta = 2$, $s = 1$, hence, $r = \frac{1}{2-1/4} = 2/3$.
Otherwise, $\delta = 0$, $\beta = 4$, $s = 5$, hence, $r = \frac{1}{2-1/5} = 5/9$.

**Case 2:** $A = 1$ and $B \geq 6$; $P = PH^B$.
The worst case for $r$ is when $B = 8$, $\delta = 1$, $\beta = 2$, hence $r = \frac{1+1/8}{2-1/16} = 18/31$.

**Case 3:** $A = 1$ and $1 < B \leq 3$; $P = PH^B$.
The worst case for $r$ is when $B = 3$, $\delta = 0$, $\beta = 2$, hence $r = \frac{1}{2-1/6} = 6/11$.

**Case 4:** $A = 1$ and ($B = 4$ or $B = 5$)
Case 4a: $D > 1$; $P = PH^B P^C H D$.
We gain an extra bond due to consecutive long strips. Worst case for $r$ is when $B = D = 5$, $\delta = 1$, 
$\beta \geq 4$, $s = 10$, hence $r \geq \frac{1 + 1/10}{2 - 1/10} = 11/19$.

Case 4b: $C > 1$ and $D = 1$; $P = PH^B P^C H$.
Worst case for $r$ is when $B = 5$, $\delta = 0$, $\beta = 4$, $s = 6$, hence $r = \frac{1}{2 - 1/6} = 6/11$.

Case 4c: $C = 1$ and $D = 1$; $P = PH^B PH$ or $P = PH^B PH$.
From Fig. 11(a)(b), it’s evident that we gain two extra bonds when $B = 5$ and 1 extra bond when 
$B = 4$, hence the worse of the cases is when $B = 4$, $\delta = 1$, $\beta = 2$, $s = 5$, hence $r = \frac{1 + 1/5}{2 - 1/10} = 12/19$.

Case 5: $A = 1$ and $B = 1$

Case 5a: $C > 1$ and $D > 1$; $P = PH^C H D$.
$D = 5$ (worst case), $\delta = 0$, $\beta = 4$, $s = 6$, hence $r = \frac{1}{2 - 1/6} = 6/11$.

Case 5b: $C = 1$ and $D = 2$; $P = PH^B H^2$.
$\delta = 0$, $\beta = 2$, $s = 3$, hence $r = \frac{1}{2 - 1/6} = 6/11$.

Case 5c: $C = 1$ and ($D = 3$ or $D = 4$ or $D = 5$); $P = PH^B H^3$ or $P = PH^B H^4$ or $P = PH^B H^5$.
From Fig. 11(c)(d)(e), it’s evident that we gain two extra bonds when $D = 5$ and 1 extra bond when 
$D = 4$ or $D = 3$, hence the worst of the cases is when $D = 4$, $\delta = 1$, $\beta = 2$, $s = 5$, hence 
$r = \frac{1 + 1/5}{2 - 1/10} = 12/19$.

Case 5d: $C = 1$ and $D > 5$; $P = PH^D H$.
$D = 8$ (worst case), $\delta = 1$, $\beta = 2$, $s = 9$, hence $r = \frac{1 + 1/9}{2 - 1/18} = 4/7$.

Case 5e: $C > 1$ and $D = 1$; $P = PH^C H$.
$\delta = 0$, $\beta = 2$, $s = 2$, hence $r = \frac{1}{2 - 1/4} = 4/7$.

Case 6: $A = B = C = D = 1$

Case 6a: $F > 1$; $P = PH^F H^E H$.
From Fig. 11(f), it’s evident that we gain 1 extra bond when $F > 1$, hence worst of the cases is 
when $F = 5$, $\delta = 1$, $\beta = 2$, $s = 7$, hence $r = \frac{1 + 1/5}{2 - 1/14} = 16/27$.

Case 6b: $E > 1$ and $F = 1$; $P = PH^F H^E H$.
$\delta = 0$, $\beta = 2$, $s = 3$, hence $r = \frac{1}{2 - 1/6} = 6/11$.

Case 7: $H > 1$; $P = PH H^G H^H$.
From Fig. 11(g), it’s evident that we gain 1 extra bond when $H > 1$, hence worst of the cases is 
when $H = 5$, $\delta = 1$, $\beta = 2$, $s = 8$, hence $r \geq \frac{1 + 1/7}{2 - 1/14} = 18/31$.

Case 8: $H = 1$; $P = PH H^G H$.
From Fig. 11(h), it’s evident that we gain 1 extra bond. $\delta = 1$, $\beta \geq 0$, $s = 4$, hence $r \geq \frac{1 + 1/4}{2} = 5/8$.

The worst ratio among all the cases is 6/11 which implies that

Corollary 4 Improved-arrow-folding yields a 6/11-approximation for the STRING-FOLD in the 
HP model on a two dimensional triangular lattice for large values of $s_1$.

3 Rules for Three Dimensions

Analogous to the two dimensional case, the three dimensional triangular lattice mimics the config-
uration of equal sized solid spherical objects packed in three dimensional space. It can be described 
as a stack of two dimensional triangular lattices where every individual lattice is slightly offset with 
respect to the lattices above and below it (Figure 12). As in the two dimensional case, we assume 
that the sequence starts and ends with a $P$. 
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Figure 11: The gray nodes represent the H nodes from the previous or the next segment. Solid dark line represent the folding pathway. Dashed line shows a shift in the conformation when the previous strip ends at level H. Thin arrows represent the bonds charged to the source node. Thick arrow represents an extra bond. Long separators are not shown explicitly.

(a) case 4c, $P = PH^4PH$ (b) case 4c, $P = PH^4PH$ (c) case 5c, $P = PHPH^3$ (d) case 5c, $P = PHPH^4$ (e) case 5c, $P = PHPH^5$ (f) case 6a, $P = PHPHP^{EH}H$ (g) case 7, $P = PHPHPHG^2H$ (h) case 8, $P = PHPHPHG^2H$
Figure 12: The Three-Dimensional Triangular Lattice.

Figure 13: A single node and its twelve neighbors.

Lemma 6 For every conformation $f$ of $S$ on a three dimensional triangular lattice

$$C(S,f) \leq 5 \cdot s_1.$$  

Proof Every node has 12 neighbors in this lattice, as shown in Figure 13. Since any internal residue can have at most 10 topological contacts in the three dimensional triangular lattice (out of 12 neighbors, two are connected along the sequence), clearly, $C(S,f) \leq 5 \cdot s_1$.  

3.1 Backbone-folding$^{3D}$: a 3/10-approximation

Since the three dimensional triangular lattice is a stack of two dimensional triangular lattices, an obvious extension of the backbone-folding for the three dimensional triangular lattice would look like a stack of backbone-foldings (backbone-folding$^{3D}$). We could fold the entire sequence into the two dimensional lattice, divide it into a few segments and stack up the conformations of individual segments on consecutive parallel planes. Instead of two parallel lines we now have two parallel backbone planes containing all H's of the sequence.  

Lemma 7 Let $f^b$ be the 3D backbone folding of sequence $S$ on the three dimensional triangular lattice. Ignoring the boundary conditions

$$C(S,f^b) \geq \frac{3}{2} \cdot s_1.$$  

Proof The two parallel backbone planes consist of the parallel backbones of the segments. Each H on the $i$-th backbone creates at least 3 bonds, two with $(i-1)$-th and $(i+1)$-th backbones in the same plane and one with the $i$-th backbone in the opposite plane.
Lemmas 6 and 7 together imply

**Corollary 5** Backbone-folding$^{3D}$ yields a $3/10$-approximation for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of $s_1$.

### 3.2 Improved Backbone-folding$^{3D}$: a 2/5-approximation

Instead of stacking up a number of 2D backbone foldings, we can construct a triangular “tube” of three backbones such that one strand runs anti-parallel to the other two strands.

**Lemma 8** Let $f^b$ denote improved backbone-folding of $S$ with tube $T$ on the three dimensional triangular lattice. Ignoring the boundary conditions

$$C(S, f^b) \geq 2 \cdot s_1.$$ 

**Proof** In $f^b$, if $x, y, z$ are neighbors and form a triangle along a cross section of $T$, then all the three pairs $xy, yz, xz$ form bonds. Ignoring the boundary condition where we are folding the backbone to form $T$, each $H$ on a triangular lattice $i$ forms 2 bonds with backbone strands in both lattice $(i-1)$ and lattice $(i+1)$. Hence, each $H$ forms at least 4 bonds. □

**Corollary 6** Improved backbone-folding$^{3D}$ yields a $2/5$-approximation for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of $s_1$.

### 3.3 Arrow-folding$^{3D}$: a 7/15-approximation

We extend two dimensional arrow-folding into three dimensions in the same manner as we did with backbone folding. We divide the entire sequence into a few segments and fold each segment according to the arrow-folding rule for the two dimensional lattice and stack up the conformations of individual segments on consecutive parallel planes.

**Lemma 9** Let $f^b$ be the 3D arrow folding of sequence $S$ on the three dimensional triangular lattice. Ignoring the boundary conditions

$$C(S, f^b) \geq \frac{7}{3} \cdot s_1.$$ 

**Proof** All $H$'s of sequence $S$ are on one of level planes $-1, 0$ or $+1$ and there are only $H$'s on the plane level 0. Each $H$ on level 0 forms three exclusive bonds, one with a $H$ in the same segment and two with $H$'s at level 0 of the next segment. Each $H$ on levels $\pm 1$ forms two exclusive bonds, one with a $H$ at level 0 of the same segment and one with a $H$ at level 0 of the next segment. Each front of arrow folding can contain one, two or three $H$'s. In the first case we have three exclusive bonds per one $H$, in the second case we have five exclusive bonds per two $H$'s and in the third case we have seven exclusive bonds per three $H$'s. □

Lemmas 6 and 9 together imply

**Corollary 7** Arrow-folding$^{3D}$ yields a $7/15$-approximation for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of $s_1$. 
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3.4 Star-folding: a 16/30-approximation

In the following we describe star-folding and show that for this conformation, we get at least \( \frac{8}{3} s_1 \) bonds, leading to a 16/30-approximation. We place all H's in a single, tightly-packed, hydrophobic core. The core is composed of six H's at each level and contains as many levels as is necessary to accommodate all H's in the sequence. The pattern for one level, containing six H's in the core and possibly ladders of P's is shown in Figure 14. Then we place these individual stars on consecutive planes in a slightly offset manner as shown in Figure 15 by connecting one end of a star with an end of the star at the level above and the other end to an end of the star at the level below.

**Lemma 10** Let \( f^* \) denote star-folding of \( S \) on the three dimensional triangular lattice. Ignoring the boundary conditions

\[
C(S, f^*) \geq \frac{16}{6} \cdot s_1.
\]
Figure 16: Hydrophobic contacts within one plane and to the next plane.

**Proof** To compute the number of bonds, we will look at the six H’s on a certain plane and count the number of bonds exclusive to these six H’s. As shown in Figure 16, each group of six H’s in the constructed core has 9 bonds within the group (thick lines) and 13 bonds to the next group (thin lines). At most 6 of these bonds could be covalent bonds. Thus, each group of six H’s contributes at least $9 + 13 - 6 = 16$ exclusive bonds and $C(S, f^*) \geq \frac{16}{6}s_1$.

Lemmas 6 and 10 together imply 

**Corollary 8** Star-folding yields a 16/30-approximation algorithm for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of $s_1$.

### 3.5 Combined (Backbone-Star) folding: a 44/75-approximation

To improve approximation ratio we derive better upper bound. Weak, strong and very strong breakpoints are defined in the same way as in section 2.4. Let $b_S$ be twice the number of weak breakpoints plus three times the number of strong breakpoints plus four times the number of very strong breakpoints. Now we can bound the maximal number of bonds in the same manner as we did in Lemma 5.

**Lemma 11** For every conformation $f$ of binary sequence $S$ in the three dimensional triangular lattice we have 

$$C(S, f) \leq 5s_1 - b_S/8.$$

**Proof** Let $c_f$ be the number of conflicts in conformation $f$. Since each conflict excludes a bond, the number of bonds formed by conformation $f$ is $C(S, f) = (10s_1 - c_f)/2$. Each edge of the lattice is adjacent to four triangles (and two squares). Two of the triangles always create conflicts and the situation in the other two triangles is as described by Fig. 10. This means that every very strong breakpoint forces four conflicts, every strong breakpoint forces three conflicts and every weak breakpoint forces two conflicts. Moreover, one conflict can be created by at most four different breakpoints, therefore $c_f \geq b_S/4$ and $C(S, f) \leq 5s_1 - b_S/8$.

A closer look on the backbone-folding reveals that a long separator of P’s followed by a single H is the most unfavorable case. On the other side, single H’s form extra bonds in the star-folding. We can decide the type of folding depending on the number of single H’s. This yields 44/75 approximation. 

Suppose the number of H’s in the sequence $S$ is $s_1$ and $t_1$ of them are single H’s preceded by long separator of P’s. Each such long separator contributes at least 6 to the $b_S$ and for every conformation of $S$ we have $C(S, f) \leq 5s_1 - 6t_1/8$. 
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First we shall investigate the backbone folding for $S$. When both backbone planes are fully covered by $H$'s, each $H$ forms seven bonds (4 in its plane and 3 between the planes) and $t_1$ single $H$'s form even nine bonds. Backbone folding puts $t_1$ $F$'s on the backbone, each of them cancels at most nine bonds. So the backbone folding for $S$ forms $(7(s_1 - t_1) + 9t_1 - 9t_1) / 2 = (7s_1 - 7t_1) / 2$ bonds. In the star-folding $f^*$ each single $H$ forms two extra bonds, thus we have $C(S, f^*) = \frac{16}{15}s_1 + t_1$. For $t_1 < \frac{1}{27}s_1$ the backbone folding is more favorable, while for $t_1 > \frac{1}{27}s_1$ the star folding produces better approximation ratio. The worst case is when $t_1 = \frac{1}{27}s_1$ and we get

**Corollary 9** Combined (backbone-star) folding yields a $44/75$-approximation algorithm for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of $s_1$.

### 3.6 Improved Star folding: a 3/5 approximation.

Note that the algorithm of Section 3.4 constructs a fold such that the position of the $i$-th hydrophobic residue in the sequence depends *only* on $i$. Specifically, the positions of the hydrophobic residues do not depend at all on the polar residues in the sequence. The algorithm presented in this section instead takes into account the polar residues in determining the fold, and is able to achieve an improved approximation factor. We first describe the algorithm and then analyze its performance.

As before, we construct a leveled hydrophobic core, but in the new algorithm the levels may differ as a function of the local makeup of hydrophobic versus polar residues. The three types of levels, or *clusters*, used are shown in Figure 17.

In Figure 18, we show the locations of the polar ladders for each of the types as well as the entry and exit point for each type. The ladders are shown in light lines while the dark lines represent the sequence of $H$'s in the cluster. Note that of the $H$'s shown might not be covalently linked. The entry and exit $H$'s (pivot points) are shown with empty circles. As is evident from Figure 18, any subsequence starting and ending with an $H$ and containing 6 $H$'s can always be folded into a Type I cluster. Consider a subsequence containing 7 $H$'s, starting and ending with an $H$, and containing either one or two groups of consecutive $P$'s between the $H$'s. Such a subsequence must contain 3 consecutive $H$'s, and can always be folded into a Type II cluster. Finally, a subsequence
containing 8 H's and starting with 7 consecutive H-residues can always be folded into a Type III cluster. Following algorithm contains the rules for folding an arbitrary H/P protein sequence using the cluster types described above.

1. Let \( p \) be the number of intervening P groups in the subsequence that contains the next 7 H's.
2. If \( p \geq 3 \) fold the next 6 H's into a Type I cluster\(^4\).
3. If \( p = 1 \) or \( p = 2 \) fold the next 7 H's into a Type II cluster.
4. If \( p = 0 \) (and therefore the next 7 H's are consecutive):
   - If the previous cluster is of Type I, fold the next 7 H-residues into a Type II cluster.
   - If the previous cluster is of Type II or III, fold the next 8 H's into a Type III cluster.
5. Continue again with Step 1.

Figure 19 displays all of the possible arrangements of one cluster type following another. The light shapes denote clusters at the previous level and the dark shapes represent clusters at the current level. A cluster of one level connects to a cluster of the next level using the pivot points shown in Figure 18. More specifically, a cluster is folded clockwise or counterclockwise depending on whether it started in the upper, or lower pivot point of Figure 18, respectively. Thus it reaches the other pivot point, which is then used to connect to the next level. The next level starts at the lower pivot point if the previous level ended at the lower pivot point, and similarly for the upper pivot point. A ladder, defined by the two pivot points where the two clusters connect, and the direction shown in Figure 18, is used to accommodate an arbitrary number of P’s between the boundary H’s of the two clusters.

Let \textit{inner} contacts of a cluster be the non-covalent bonds among the H's of the cluster, plus possibly the non-covalent bond between the exit H of this cluster and the entry H of the next cluster. Let \textit{outer} contacts of a cluster be the contacts that the cluster achieves with the previous cluster, minus one (between the entry and exit H-residue). A Type I cluster contains 9 contacts within the cluster plus one contact between the pivot H's of this and the next level. Since there are at least

\(^4\)The 7th H is left for the next level.
3 intervening polar groups in the next 7 H’s subsequence starting with the entry H of this cluster, at most 3 of these 10 contacts may be covalent. Thus, a Type I cluster contributes at least 7 inner contacts. Similarly a Type II cluster achieves at least 7(= 12 + 1 - 6) inner contacts except when placed on top of a Type I cluster, when it can achieve as few as 6(= 12 + 1 - 7) inner contacts. A Type III cluster achieves at least 7(= 14 + 1 - 8) inner contacts. From the diagrams in Figure 19 we can enumerate the outer contacts each additional cluster is guaranteed to contribute. For example, placing a Type I cluster on top of a Type II cluster achieves 13 contacts, of which one may be a covalent bond between the two endpoint H-residues. Thus, it achieves at least 12 outer contacts. The enumeration of inner and outer contacts is summarized in Table 1.

<table>
<thead>
<tr>
<th>Next Cluster Type</th>
<th>New Residues</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type I</td>
</tr>
<tr>
<td>On Type I</td>
<td>6</td>
</tr>
<tr>
<td>On Type II</td>
<td>18 = 11+7</td>
</tr>
<tr>
<td>On Type III</td>
<td>19 = 12+7</td>
</tr>
<tr>
<td></td>
<td>20 = 13+7</td>
</tr>
</tbody>
</table>

Table 1: Number of contacts (outer+inner) achieved by each combination of types.

Notice that any cluster on top of a cluster of the same type achieves at least 3 contacts per H. Say that we ascend a level whenever we move to a cluster of higher type (i.e., Type I to Type II, or Type II to Type III). Similarly say we descend one or two levels, whenever we move to a cluster of lower type. Notice in Table 1, that each time we ascend a level, we are one contact short of achieving 3 contacts per residue, whereas each time we descend one or two levels, we achieve 1 or 2 contacts more, respectively, than 3 contacts per residue. For the fold of one sequence, the total number of levels we ascend, has to equal the total number of levels we descend (± at most 2). Thus this algorithms achieves asymptotically 3 contacts per residue.

**Corollary 10** Improved Star-folding yields a 3/5-approximation algorithm for the STRING-FOLD problem in the HP model on a three dimensional triangular lattice for large values of s1.

### 4 Generalized Hydrophobicity

The standard HP model makes the simplifying assumption that all hydrophobic residues have the same energy contribution to the hydrophobic collapse. Yet it is well known that various residues vary in their hydrophobicity (see for example Kyte and Doolittle [14] or Engelman, Steitz and Goldman [8],). We therefore propose an extension of the HP model which accounts for the varying hydrophobicities [5].

In the new model, we allow each of the 20 amino acids to have a value from the set \{0, 1, 2, \ldots\}. Zero represents polar residues and non-zero values represent proportional levels of hydrophobicity. We then consider the value of a contact to be the amount of hydrophobicity buried from polar residues and solvent. Thus, a contact between any residue and solvent shields no hydrophobicity.

---

5 This exception is due to the rule in which we put a Type II cluster on top of a Type I cluster even if the next 7 H-residues contain no intervening polar groups.

6 Note that although surface area of the actual residue may contribute to the strength of hydrophobicity attributed to a residue, we do not model the actual size differences in the spatial layout of the protein. Furthermore, we do not address the fact that polar residues also have diversity when compared to one another as well as when compared to water. These extension not considered here would still further improve the modeling of the protein folding problem.
Figure 20: Contacts for positions A, B and C.

and is given a value of 0. A contact between a hydrophobic residue (with value from \{1, 2, \ldots \}) and a polar residue (value 0) also shields no hydrophobicity and is given a value of 0. Finally, a contact between two hydrophobic residues (each with value from \{1, 2, \ldots \}) shields both and is given value equal to their sum, the combined amount of hydrophobicity that is shielded.

If the ratio between the largest and smallest hydrophobic values assigned to the 20 amino acids is \(\rho\), then blindly using an algorithm for the binary HP model could in the worst case result in a factor of \(\rho\) loss in the approximation factor. In the case of the algorithm of Section 3.4, as \(\rho\) grows arbitrarily the 16/30 approximation factor only falls by a constant to 2/5. These losses occur since some positions in a fold are involved in fewer contacts than others. If the strongly hydrophobic residues are placed in these positions, then the approximation suffers. Therefore, we must adapt our algorithms to adjust the construction based on the strength of the hydrophobic residues in the protein. Below, we adapt the algorithm of Section 3.4 for the generalized HP model and analyzed its performance. In addition, other folding algorithms such as the one in Section 3.6 should also be examined in this respect and one would hope that their performance could also be kept comparable to their performance in the binary HP model.

In adapting the algorithm of Section 3.4 we are able to achieve the same 16/30 asymptotic approximation that was possible in the binary HP model. The new algorithm will once again place all hydrophobic (non-zero) residues in the core using the layout shown in Figure 15. In this layout, the number of contacts that a hydrophobic residue participates in depends on which of three different types of positions within the core it occupies (See Figure 20). If we number the hydrophobic residues starting at 0, then the number of hydrophobic contacts (2 of which may be covalent) in which the \(r\)-th hydrophobic residue participates is

\[ \begin{align*}
6 & \quad \Rightarrow \quad \text{if } r \equiv 0 \mod 3 \quad \text{(Position A)} \\
9 & \quad \Rightarrow \quad \text{if } r \equiv 1 \mod 3 \quad \text{(Position B)} \\
7 & \quad \Rightarrow \quad \text{if } r \equiv 2 \mod 3 \quad \text{(Position C)}
\end{align*} \]

out of a possible 12 contacts. Thus, there are three equivalence classes of residues, depending on their hydrophobic position in the primary sequence modulo 3. For \(i \in \{0, 1, 2\}\), let \(H_i\) be the set of residues at position \(r\) such that \(r \equiv i \mod 3\), let \(W_i\) be the sum of the hydrophobic values of all of the residues in set \(H_i\) and let indices \(i_1, i_2, i_3\) be such that \(W_{i_1} \leq W_{i_2} \leq W_{i_3}\). If we define \(W = W_{i_1} + W_{i_2} + W_{i_3}\), then the optimal score for a protein is at most \((12 - 2) \times W\). Note that a single scan of the residues is sufficient to determine the values \(W_0, W_1\) and \(W_2\).

By placing the first hydrophobic residue at a different starting position in the construction, we effectively replace \(r\) in the above equations with \(r + 1\) or \(r + 2\). Furthermore, by wrapping the core in the opposite direction, we effectively replace \(r\) by \(-r\). Therefore, we adapt the construction to place the residues of \(H_{i_1}\) in position B, the residues of \(H_{i_2}\) in position C, and the residues of \(H_{i_3}\)
in position A. If we let \( x = W_{i_1}, \ y = W_{i_2} - W_{i_1} \) and \( z = W_{i_3} - W_{i_2} \), then we achieve:

\[
\begin{align*}
\text{Score} & = (9 - 2) * W_{i_3} + (7 - 2) * W_{i_2} + (6 - 2) * W_{i_1} \\
& = 7 * (x + y + z) + 5 * (x + y) + 4 * (x) \\
& = 16x + 12y + 7z \\
& \geq 16x + \frac{32}{3}y + \frac{16}{3}z \\
& = \frac{16}{3} \cdot (3x + 2y + z) \\
& = \frac{16}{3} \cdot W
\end{align*}
\]

(1)

The approximation factor is therefore at least \( 16/30 \). Inequality (1) is equality (yielding an approximation factor lower bound of \( 16/30 \)) when \( y = z = 0 \), i.e. \( W_0 = W_1 = W_2 \). When the weights of the three classes differ, the approximation factor bound increases and asymptotically approaches \( 7/10 \) as all of the weight becomes concentrated in one of the three classes.

In some proteins, the weight of residues in one class (i.e. \( W_0 \)) may be largest in the first half of the protein sequence, while the weight of residues in another class (i.e. \( W_2 \)) may be largest in the second half of the protein sequence. In such cases, we would prefer one wrapping of the core in the first half and another wrapping in the second half. In order to change the wrapping in the middle of the sequence, there is a loss in the score due to the break in the core. Yet, in some cases this loss would be more than made up for by placing the heavier weighted residues at the B position in both halves of the sequence. Furthermore, this change in wrapping can be done as many times as is productive. Using dynamic programming, one could construct the best score possible by this strategy in time \( O(nb) \) where \( n \) is the number of residues in the protein and \( b \) is the number of breaks permitted.

Note that these arguments for improving the approximation do not yield better worst case asymptotic approximations since here the worst case is when all classes have equal weight. But, since real proteins undoubtedly have diverse hydrophobic makeup, the ability of an algorithm to leverage this diversity when present would be preferable. As this diversity is not guaranteed to exist in a worst-case analysis, it would also be of interest to determine if there are properties in biological protein sequences which HP folding algorithm could make use of to improve their performance guarantees, possibly using an average case analysis.

5 Conclusion
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