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Abstract

The main question we address in this paper is how to use purely textual description of categories with no training images to learn visual classifiers for these categories. We propose an approach for zero-shot learning of object categories where the description of unseen categories comes in the form of typical text such as an encyclopedia entry, without the need to explicitly defined attributes. We propose and investigate two baseline formulations, based on regression and domain adaptation. Then, we propose a new constrained optimization formulation that combines a regression function and a knowledge transfer function with additional constraints to predict the classifier parameters for new classes. We applied the proposed approach on two fine-grained categorization datasets, and the results indicate successful classifier prediction.

1. Introduction

One of the main challenges for scaling up object recognition systems is the lack of annotated images for real-world categories. Typically there are few images available for training classifiers for most of these categories. This is reflected in the number of images per category available for training in most object categorization datasets, which, as pointed out in [27], shows a Zipf distribution. The problem of lack of training images becomes even more severe when we target recognition problems within a general category, i.e., fine-grained categorization, for example building classifiers for different bird species or flower types (there are estimated over 10000 living bird species, similar for flowers). Researchers try to exploit shared knowledge between categories to target such scalability issue. This motivated many researchers who looked into approaches that learn visual classifiers from few examples, e.g. [4, 9, 2]. This even motivated some recent work on zero-shot learning of visual categories where there are no training images available for test categories (unseen classes), e.g. [17]. Such approaches exploit the similarity (visual or semantic) between seen classes and unseen ones, or describe unseen classes in terms of a learned vocabulary of semantic visual attributes.

In contrast to the lack of reasonable size training sets for a large number of real world categories, there are abundant of textual descriptions of these categories. This comes in the form of dictionary entries, encyclopedia articles, and various online resources. For example, it is possible to find several good descriptions of a “bobolink” in encyclopedias of birds, while there are only a few images available for that bird online.

The main question we address in this paper is how to use purely textual description of categories with no training images to learn visual classifiers for these categories. In other words, we aim at zero-shot learning of object categories where the description of unseen categories comes in the form of typical text such as an encyclopedia entry. We explicitly address the question of how to automatically decide which information to transfer between classes without the need of human intervention. In contrast to most related work, we go beyond the simple use of tags and image captions, and apply standard Natural Language Processing techniques to typical text to learn visual classifiers.

Similar to the setting of zero-shot learning, we use classes with training data (seen classes) to predict classifiers for classes with no training data (unseen classes). Recent works on zero-shot learning of object categories focused on leveraging knowledge about common attributes and shared parts [17]. Typically, attributes [28, 7] are manually defined by humans and are used to transfer knowledge between seen and unseen classes. In contrast, in our work we do not use any explicit attributes. The description of a new category is purely textual and the process is totally automatic without human annotation beyond the category labels.

The contribution of the paper is on exploring this new problem, which to the best of our knowledge, is not explored in the computer vision community. We learn from an image corpus and a textual corpus, however not in the form of image-caption pairs, instead the only alignment between the corpora is at the level of the category. We propose and investigate two baseline formulations based on regression and domain adaptation. Then we propose a new constrained optimization formulation that combines a re-
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Figure 1: Problem Definition: Zero-shot learning with textual description. Left: synopsis of textual descriptions for bird classes. Middle: images for “seen classes”. Right: classifier hyperplanes in the feature space. The goal is to estimate a new classifier parameter given only a textual description.
3. Problem Definition

Fig 1 illustrates the learning setting. The information in our problem comes from two different domains: the visual domain and the textual domain, denoted by \( \mathcal{V} \) and \( \mathcal{T} \), respectively. Similar to traditional visual learning problems, we are given training data in the form \( \mathcal{V} = \{(x_i, l_i)\}_{i=1}^{N} \), where \( x_i \) is an image and \( l_i \in \{1 \cdots N_{sc}\} \) is its class label. We denote the number of classes available at training as \( N_{sc} \), where \( sc \) indicates “seen classes”. As typically done in visual classification setting, we can learn \( N_{sc} \) binary one-vs-all classifiers, one for each of these classes. Let us consider a typical binary linear classifier in the feature space in the form

\[
f_k(x) = \mathbf{c}_k^\top \cdot x
\]

where \( x \) is the visual feature vector amended with 1, and \( \mathbf{c}_k \in \mathbb{R}^{d_v} \) is the linear classifier parameters for class \( k \).

Given a test image, its class is determined by

\[
l^* = \arg\max_k f_k(x)
\]

Our goal is to be able to predict a classifier for a new category based only on the learned classes and a textual description(s) of that category. In order to achieve that, the learning process has to also include textual description of the seen classes (as shown in Fig 1). Depending on the domain we might find a few, a couple, or as little as one textual description to each class. We denote the textual training data for class \( k \) by \( \{t_i \in \mathcal{T}\}_{i=1}^{k} \). In this paper we assume we are dealing with the extreme case of having only one textual description available per class, which makes the problem even more challenging. However, the formulation we propose in this paper directly applies to the case of multiple textual descriptions per class. Similar to the visual domain, the raw textual descriptions have to go through a feature extraction process, which will be described in Sec 5. Let us denote the extracted textual feature by \( \mathcal{T} = \{t_k \in \mathbb{R}^{d_t}\}_{k=1 \cdots N_{se}} \).

Given a textual description \( t_* \) of a new unseen category, \( C \), the problem can now be defined as predicting a one-vs-all classifier parameters \( \mathbf{c}(t_*) \), such that it can be directly used to classify any test image \( x \) as

\[
c(t_*)^\top \cdot x > 0 \quad \text{if } x \text{ belongs to } C
\]

\[
c(t_*)^\top \cdot x < 0 \quad \text{otherwise}
\]

In what follows, we introduce two possible frameworks for this problem and discuss potential limitations for them, which leads next to the proposed formulation.

3.1. Regression Models

A straightforward way to solve this problem is to pose it as a regression problem where the goal is to use the textual data and the learned classifiers, \( \{(t_k, \mathbf{c}_k)\}_{k=1 \cdots N_{se}} \), to learn a regression function from the textual feature domain to the visual classifier domain, \( \text{i.e.}, \) a function \( \mathbf{c}(\cdot) : \mathbb{R}^{d_t} \rightarrow \mathbb{R}^{d_v} \). The question is which regression model would be suitable for this problem? and would posing the problem this way give reasonable results?

A typical regression model, such as ridge regression [13] or Gaussian Process (GP) Regression [24], learns the regressor to each dimension of the output domain (the parameters of a linear classifier) separately, \( \text{i.e.} \) a set of function \( \mathbf{c}(\cdot) : \mathbb{R}^{d_t} \rightarrow \mathbb{R} \). Clearly this will not capture the correlation between the visual and textual domain. Instead, a structured prediction regressor would be more suitable since it would learn the correlation between the input and output domain. However, even a structure prediction model, will only learn the correlation between the textual and visual domain through the information available in the input-output pairs \( (t_k, \mathbf{c}_k) \). Here the visual domain information is encapsulated in the pre-learned classifiers and prediction does not have access to the original data in the visual domain. Instead we need to directly learn the correlation between the visual and textual domain and use that for prediction.

Another fundamental problem that a regressor would face, is the sparsity of the data; the data points are the textual description-classifier pairs, and typically the number of classes can be very small compared to the dimension of the classifier space (\( \text{i.e.} \) \( N_{se} \ll d_v \)). In a setting like that, any regression model is bound to suffer from an under fitting problem. This can be best explained in terms of GP regression, where the predictive variance increases in the regions of the input space where there are no data points. This will result in poor prediction of classifiers at these regions.

3.2. Knowledge Transfer Models

An alternative formulation is to pose the problem as domain adaptation from the textual to the visual domain. In the computer vision context, domain adaptation work has focused on transferring categories learned from a source domain, with a given distribution of images, to a target domain with different distribution, \( \text{e.g.} \), images or videos from different sources [33, 26, 15, 6]. What we need is an approach
that learns the correlation between the textual domain features and the visual domain features, and uses that correlation to predict new visual classifier given textual features.

In particular, in [15] an approach for learning cross domain transformation was introduced. In that work a regularized asymmetric transformation between points in two domains were learned. The approach was applied to transfer learned categories between different data distributions, both in the visual domain. A particular attractive characteristic of [15], over other domain adaptation models, is that the source and target domains do not have to share the same feature spaces or the same dimensionality.

Inspired by [15], we can formulate the zero-shot learning problem as a domain adaptation. This can be achieve by learning a linear (or nonlinear kernalized) transfer function \( W \) between \( T \) and \( V \). The transformation matrix \( W \) can be learned by optimizing, with a suitable regularizer, over constraints of the form \( t^T W x \geq l \) if \( t \in T \) and \( x \in V \) belong to the same class, and \( t^T W x \leq u \) otherwise. Here \( l \) and \( u \) are model parameters. This transfer function acts as a compatibility function between the textual features and visual features, which gives high values if they are from the same class and a low value if they are from different classes.

It is not hard to see that this transfer function can act as a classifier. Given a textual feature \( t^* \) and a test image, represented by \( x \), a classification decision can be obtained by \( t^T W x \geq b \) where \( b \) is a decision boundary which can be set to \((l + u)/2\). Hence, our desired predicted classifier in Eq 1 can be obtained as \( c(t^*) = t^T W \) (note that the features vectors are amended with ones). However, since learning \( W \) was done over seen classes only, it is not clear how the predicted classifier \( c(t^*) \) will behave for unseen classes. There is no guarantee that such a classifier will put all the seen data on one side and the new unseen class on the other side of that hyperplane.

4. Problem Formulation

4.1. Objective Function

The proposed formulation aims at predicting the hyperplane parameter \( c \) of a one-vs-all classifier for a new unseen class given a textual description, encoded by \( t \) and knowledge learned at the training phase from seen classes. Fig 2 illustrates our solution framework. At the training phase three components are learned:

**Classifiers:** a set of one-vs-all classifiers \( \{c_k\} \) are learned, one for each seen class.

**Probabilistic Regressor:** Given \( \{(t_k,c_k)\} \) a regressor is learned that can be used to give a prior estimate for \( p_{reg}(c|t) \) (Details in Sec 4.3).

**Domain Transfer Function:** Given \( T \) and \( V \) a domain transfer function, encoded in the matrix \( W \) is learned, which captures the correlation between the textual and visual domains (Details in Sec 4.2).

Each of these components contains partial knowledge about the problem. The question is how to combine such knowledge to predict a new classifier given a textual description. The new classifier has to be consistent with the seen classes. The new classifier has to put all the seen instances at one side of the hyperplane, and has to be consistent with the learned domain transfer function. This leads to the following constrained optimization problem

\[
\hat{c}(t^*) = \arg\min_{c,\zeta} \left[ c^T c - \alpha t^T W c - \beta \ln(p_{reg}(c|t^*)) \right] \\
+ \gamma \sum_i \zeta_i \\
s.t. \quad -(c^T x_i) \geq \zeta_i, \quad \zeta_i \geq 0, \quad i = 1 \cdots N \\
t^T W c \geq l \\
\alpha, \beta, \gamma, l : \text{hyperparameters}
\]
The first term is a regularizer over the classifier $c$. The second term enforces that the predicted classifier has high correlation with $t^TW$. The third term favors a classifier that has high probability given the prediction of the regressor. The constraints $-c^T x_\ast \geq \zeta$ enforce all the seen data instances to be at the negative side of the predicted classifier hyperplane with some misclassification allowed through the slack variables $\zeta$. The constraint $t^TWc \geq l$ enforces that the correlation between the predicted classifier and $t^TW$ is no less than $l$, this is to enforce a minimum correlation between the text and visual features.

### 4.2. Domain Transfer Function

To learn the domain transfer function $W$ we adapted the approach in [15] as follows. Let $T$ be the textual feature data matrix and $X$ be the visual feature data matrix where each feature vector is amended with a 1. Notice that amending the feature vectors with a 1 is essential in our formulation since we need $t^TW$ to act as a classifier. We need to solve the following optimization problem

$$\min_{W} r(W) + \lambda \sum_i c_i (TWX^T)$$

(3)

where $c_i$'s are loss functions over the constraints and $r(\cdot)$ is a matrix regularizer. It was shown in [15], under condition on the regularizer, that the optimal $W$ in Eq 3 can be computed using inner products between data points in each of the domains separately, which results in a kernelized non-linear transfer function; hence its complexity does not depend on the dimensionality of either of the domains. The optimal solution of 3 is in the form $W^* = TK_T^{-1}L_1^{-1}K_X^T X^T L_1^{-1} T^T$, where $K_T = TT^T$, $K_X = XX^T$. $L_1$ is computed by minimizing the following optimization problem

$$\min_{L_1} r(L_1) + \lambda \sum_p c_p (K_T^{\frac{1}{2}} L_1 K_X^{\frac{1}{2}})$$

(4)

where $c_p(K_T^{\frac{1}{2}} L_1 K_X^{\frac{1}{2}}) = (\max(0, (l - e_k K_T^{\frac{1}{2}} L_1 K_X^{\frac{1}{2}} e_j)))^2$ for same class pairs of index $i,j$, or $= (\max((0, e_k K_T^{\frac{1}{2}} L_1 K_X^{\frac{1}{2}} e_j - u)))^2$ otherwise, where $e_k$ is a vector of zeros except a one at the $k$th element, and $u > l$ (note any appropriate $l$, $u$ could work. In our case, we used $l = 2$, $u = -2$). We used a Frobenius norm regularizer. This energy is minimized using a second order BFGS quasi-Newton optimizer. Once $L$ is computed $W^*$ is computed using the transformation above.

### 4.3. Probabilistic Regressor

There are different regressors that can be used, however we need a regressor that provide a probabilistic estimate $p_{reg}(c(t))$. For the reasons explained in Sec 3, we also need a structure prediction approach that is able to predict all the dimensions of the classifiers together. For these reasons, we use the Twin Gaussian Process (TPG) [3]. TGP encodes the relations between both the inputs and structured outputs using Gaussian Process priors. This is achieved by minimizing the Kullback-Leibler divergence between the marginal GP of the outputs (i.e. classifiers in our case) and observations (i.e. textual features). The estimated regressor output ($\hat{c}(t_\ast)$) in TGP is given by the solution of the following non-linear optimization problem $[3]^1$.

$$\hat{c}(t_\ast) = \arg\min_{c} [K_{C}(c, c) - 2k_{c}(c)^T u - \eta \log(K_{C}(c, c))
-k_{c}(c)^T(K_{C} + \lambda_c I)^{-1}k_{c}(c)]$$

(5)

where $u = (K_T + \lambda I)^{-1} k_i(t_\ast)$, $\eta = K_T(t_\ast, t_\ast) - k(t_\ast)^T u$, $K_T(t_\ast, t_\ast)$ and $C_c(c_i, c_m)$ are Gaussian kernel for input feature $t$ and output vector $c$. $k_c(c) = [K_C(c, c_1), \cdots, K_C(c, c_{N_c})]^T$, $k_i(t_\ast) = [K_T(t_\ast, t_1), \cdots, K_T(t_\ast, t_{N_t})]^T$, $\lambda_t$ and $\lambda_c$ are regularization parameters to avoid overfitting. This optimization problem can be solved using a second order, BFGS quasi-Newton optimizer with cubic polynomial line search for optimal step size selection [3]. In this case the classifier dimension is predicted jointly. In this case $p_{reg}(c(t_\ast))$ is defined as a normal distribution.

$$p_{reg}(c|t_\ast) = \mathcal{N}(\mu_c = \hat{c}(t_\ast), \Sigma_c = I)$$

(6)

The reason that $\Sigma_c = I$ is that TGP does not provide predictive variance, unlike Gaussian Process Regression. However, it has the advantage of handling the dependency between the dimensions of the classifiers $c$ given the textual features $t$.

### 4.4. Solving for $\hat{c}$ as a quadratic program

According to the definition of $p_{reg}(c(t_\ast))$ for TGP, $\ln(p(c(t_\ast))$ is a quadratic term in $c$ in the form

$$-\ln(p(c|t_\ast)) \propto (c - \hat{c}(t_\ast))^T(c - \hat{c}(t_\ast))$$

$$= c^T c - 2c^T \hat{c}(t_\ast) + \hat{c}(t_\ast)^T \hat{c}(t_\ast)$$

(7)

We reduce $-\ln(p(c|t_\ast))$ to $-2c^T \hat{c}(t_\ast)$, since $1) \hat{c}(t_\ast)^T \hat{c}(t_\ast)$ is a constant (i.e. does not affect the optimization), 2) $c^T c$ is already included as regularizer in equation 2. In our setting, the dot product is a better similarity measure between two hyperplanes. Hence, $-2c^T \hat{c}(t_\ast)$ is minimized. Given $-\ln(p(c|t_\ast))$ from the TGP and $W$, Eq 2 reduces to a quadratic program on $c$ with linear constraints. We tried different quadratic solvers, however the IBM CPLEX solver $^2$ gives the best performance in speed and optimization for our problem.

---

1) notice we are using $\hat{c}$ to denote the output of the regressor, while using $c$ to denote the output of the final optimization problem in Eq 3

2) http://www-01.ibm.com/software/integration/optimization/cplex-optimizer
5. Experiments

5.1. Datasets

We used the CU200 Birds [32] (200 classes - 6033 images) and the Oxford Flower-102 [20] (102 classes - 8189 images) image dataset to test our approach, since they are among the largest and widely used fine-grained datasets. We generate textual descriptions for each class in both datasets. The CU200 Birds image dataset was created based on birds that have a corresponding Wikipedia article, so we have developed a tool to automatically extract Wikipedia articles given the class name. The tool succeeded to automatically generate 178 articles, and the remaining 22 articles was extracted manually from Wikipedia. These mismatches happens only when article title is a different synonym of the same bird class. On the other hand, Flower image dataset was not created using the same criteria as the Bird dataset, so classes of the Flower dataset classes does not necessarily have corresponding Wikipedia article. The tool managed to generate about 16 classes from Wikipedia out of 102, the remaining 86 articles was generated manually for each class from Wikipedia, Plant Database 3, Plant Encyclopedia 4, and BBC articles 5. We plan to make the extracted textual description available as augmentations of these datasets. Sample textual description can be found in the supplementary material.

5.2. Extracting Textual Features

The textual features were extracted in two phases, which are typical in document retrieval literature. The first phase is an indexing phase that generates textual features with tf-idf (Term Frequency-Inverse Document Frequency) configuration (Term frequency as local weighting while inverse document frequency as a global weighting). The tf-idf is a measure of how important is a word to a text corpus. The tf-idf value increases proportionally to the number of times a word appears in the document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others. We used the normalized frequency of a term in the given textual description [29]. The inverse document frequency is a measure of whether the term is common; in this work we used the standard logarithmic idf [29]. The second phase is a dimensionality reduction step, in which Cluttered Latent Semantic Indexing (CLSI) algorithm [35] is used. CLSI is a low-rank approximation approach for dimensionality reduction, used for document retrieval. In the Flower Dataset, tf-idf features $\in \mathbb{R}^{8875}$ and after CLSI the final textual features $\in \mathbb{R}^{102}$. In the Birds Dataset, tf-idf features is in $\mathbb{R}^{7086}$ and after CLSI the final textual features is in $\mathbb{R}^{200}$.

5.3. Visual features

We used the Classeme features [31] as the visual feature for our experiments since they provide an intermediate semantic representation of the input image. Classeme features are output of a set of classifiers corresponding to a set of $C$ category labels, which are drawn from an appropriate term list defined in [31], and not related to our textual features. For each category $c \in \{1 \cdots C\}$, a set of training images is gathered by issuing a query on the category label to an image search engine. After a set of coarse feature descriptors (Pyramid HOG, GIST, etc.) is extracted, a subset of feature dimensions was selected [31], and a one-versus-all classifier $\phi_c$ is trained for each category. The classifier output is real-valued, and is such that $\phi_c(x) > \phi_c(y)$ implies that $x$ is more similar to class $c$ than $y$ is. Given an image $x$, the feature vector (descriptor) used to represent it is the classeme vector $[\phi_1(x), \cdots, \phi_C(x)]$. The Classeme feature is of dimensionality 2569.

5.4. Experimental Results

Evaluation Methodology and Metrics: Similar to zero-shot learning literature, we evaluated the performance of an unseen classifier in a one-vs-all setting where the test images of unseen classes are considered to be the positives and the test images from the seen classes are considered to be the negatives. We computed the ROC curve and report the area under that curve (AUC) as a comparative measure of different approaches. In zero-shot learning setting the test data from the seen class are typically very large compared to those from unseen classes. This makes other measures, such as accuracy, useless since high accuracy can be obtained even if all the unseen test data are wrongly classified; hence we used ROC curves, which are independent of this problem. Five-fold cross validation over the classes were performed, where in each fold 4/5 of the classes are considered as “seen classes” and are used for training and 1/5th of the classes were considered as “unseen classes” where their classifiers are predicted and tested. Within each of these class-folds, the data of the seen classes are further split into training and test sets. The hyper-parameters for the approach were selected through another five-fold cross validation within the class-folds (i.e. the 80% training classes are further split into 5 folds to select the hyper-parameters).

Baselines: Since our work is the first to predict classifiers based on pure textual description, there are no other reported results to compare against. However, we designed three state-of-the-art baselines to compare against, which are designed to be inline with our argument in Sec 3. Namely we used: 1) A Gaussian Process Regressor (GPR) [24], 2) Twin Gaussian Process (TGP) [3] as a structured regression method, 3) Nonlinear Asymmetric Domain Adaptation (DA) [15]. The TGP and DA baselines are of particular importance since our formulation utilizes

---

3http://plants.usda.gov/java/
4http://www.theplantencyclopedia.org/wiki/Main_Page
5http://www.bbc.co.uk/science/0/
Results: Table 1 shows the average AUCs for the proposed approach in comparison to the three baselines on both datasets. GPR performed poorly in all classes in both datasets, which was expected since it is not a structure prediction approach. The DA formulation outperformed TGP in the flower dataset but slightly underperformed on the Bird dataset. The proposed approach outperformed all the baselines on both datasets, with significant difference on the flower dataset. It is also clear that the TGP performance was improved on the Bird dataset since it has more classes (more points are used for prediction). Fig 3 shows the ROC curves for our approach on best predicted unseen classes from the Birds dataset on the Left and Flower dataset on the middle. Fig 4 shows the AUC for all the classes on Flower dataset. More results are attached in the supplementary materials.

Fig 3, on the right, shows the improvement over the three baseline for each class, where the improvement is calculated as (our AUC- baseline AUC)/ baseline AUC %. Table 2 shows the percentage of the classes which our approach makes a prediction improvement for each of the three baselines. Table 3 shows the five classes in Flower dataset where our approach made the best average improvement. The point of that table is to show that in these cases both TGP and DA did poorly while our formulation that is based on both of them did significantly better. This shows that our formulation does not simply combine the best of the two approaches but can significantly improve the prediction performance.

To evaluate the effect of the constraints in the objective function, we removed the constraints $-c^T x_i \geq \zeta_i$ which try to enforces all the seen examples to be on the negative side of the predicted classifier hyperplane and evaluated the approach. The result on the flower dataset (using one fold) was reduced to average AUC=0.59 compared to AUC=0.65 with the constraints. Similarly, we evaluated the effect of the constraint $t^T W c \geq l$. The result was reduced to average AUC=0.58 compared to AUC=0.65 with the constraint. This illustrates the importance of this constraint in the formulation.

6. Conclusion and Future Work

We explored the problem of predicting visual classifiers from textual description of classes with no training images. We investigated and experimented with different formulations for the problem within the fine-grained categorization

Table 1: Comparative Evaluation on the Flowers and Birds

<table>
<thead>
<tr>
<th>Approach</th>
<th>Flowers Avg AUC (+/- std)</th>
<th>Birds Avg AUC (+/- std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR</td>
<td>0.54 (+/- 0.02)</td>
<td>0.52 (+/- 0.001)</td>
</tr>
<tr>
<td>TGP</td>
<td>0.58 (+/- 0.02)</td>
<td>0.61 (+/- 0.02)</td>
</tr>
<tr>
<td>DA</td>
<td>0.62 (+/- 0.03)</td>
<td>0.59 (+/- 0.01)</td>
</tr>
<tr>
<td>Our Approach</td>
<td><strong>0.68 (+/- 0.01)</strong></td>
<td><strong>0.62 (+/- 0.02)</strong></td>
</tr>
</tbody>
</table>

Table 2: Percentage of classes that the proposed approach makes an improvement in predicting over the baselines (relative to the total number of classes in each dataset)

<table>
<thead>
<tr>
<th>baseline</th>
<th>Flowers (102) % improvement</th>
<th>Birds (200) % improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPR</td>
<td>100%</td>
<td>98.31%</td>
</tr>
<tr>
<td>TGP</td>
<td>66%</td>
<td>51.81%</td>
</tr>
<tr>
<td>DA</td>
<td>54%</td>
<td>56.5%</td>
</tr>
</tbody>
</table>

Table 3: Top-5 classes with highest combined improvement in Flower Dataset

<table>
<thead>
<tr>
<th>class</th>
<th>TGP (AUC)</th>
<th>DA (AUC)</th>
<th>Our (AUC)</th>
<th>% Improv.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.51</td>
<td>0.55</td>
<td>0.83</td>
<td>57%</td>
</tr>
<tr>
<td>28</td>
<td>0.52</td>
<td>0.54</td>
<td>0.76</td>
<td>43.5%</td>
</tr>
<tr>
<td>26</td>
<td>0.54</td>
<td>0.53</td>
<td>0.76</td>
<td>41.7%</td>
</tr>
<tr>
<td>81</td>
<td>0.52</td>
<td>0.82</td>
<td>0.87</td>
<td>37%</td>
</tr>
<tr>
<td>37</td>
<td>0.72</td>
<td>0.53</td>
<td>0.83</td>
<td>35.7%</td>
</tr>
</tbody>
</table>
context. We proposed a novel formulation that captures information between the visual and textual domains by involving knowledge transfer from textual features to visual features, which indirectly leads to predicting the visual classifier described by the text. In the future, we are planning to propose a kernel version to tackle the problem instead of using linear classifiers. Furthermore, we will study predicting classifiers from complex-structured textual features.
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