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Abstract
An incremental update algorithm modifies the solution of a problem which has been changed, rather than re-solving the entire problem. ACINCF and ACINCB are incremental update algorithms for forward and backward data flow analysis respectively, based on our equations model of Allen/Cocke interval analysis. We have studied their performance on a "non-toy" structured programming language L. Given a set of localized program changes in a program written in L, we can identify a priori the nodes in its flow graph whose corresponding data flow equations may be affected by the changes. We characterize these possibly affected nodes by their corresponding program structures and their relation to the original change sites, and do so without actually performing the incremental updates. Our results can be refined to characterize the reduced equations possibly affected if structured loop exit mechanisms are used, either singly or together, thereby relating richness of programming language usage to the case of incremental updating.

1. Introduction
A global data flow algorithm gathers information about the definition and use of data in a program or a set of programs. The algorithm is usually applied to some intermediate representation of a program. For instance, it may be a flow graph describing the control flow among basic blocks in a procedure [16]. Alternatively, it may be a call graph describing the calling relations between procedures in a program [4]. In each of these, we have a digraph representation of control flow, called a flow graph. Each node has associated data flow constants which describe how the code at that node affects data in the program. Data flow analysis algorithms gather this local information and infer global data
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flow from it. This global information then is specialized to provide data flow information with respect to any node in the flow graph.

An incremental update algorithm for data flow analysis modifies a known data flow solution to reflect changes in a program; it obtains the new solution without application of the original algorithm, by recalculating only that part of the solution affected by program changes. We have designed and analyzed incremental update data flow algorithms based on elimination methods. Given a program and a known data flow problem solution, the effects of a set of "localized" program changes usually can be determined without requiring full re-analysis of the program. The ease of incremental updating depends upon the choice of data flow algorithm, the direction of data flow (i.e., forward vs. backward), the program changes allowed (i.e., control flow changes that affect the structure of the flow graph or changes that affect the local data flow characteristics of a node) and the structure of the flow graph (e.g., the nesting level of loops). The depth of loop nesting directly affects the complexity of incremental updating; it also is a key element in calculation of the worst case complexity of Allen/Cocke interval analysis. We have shown that for a reducible flow graph [16] with loop nesting depth bounded by a constant, Allen/Cocke interval analysis has an $O(n)$ worst case complexity bound [35].

Our models of elimination algorithms show how these algorithms solve the systems of equations defining a data flow problem [35]. Using them we can ask "If we allow a small change in a structured system of equations whose solution is already known, can we find the effects of that change without totally re-solving the system?" Our model of Allen/Cocke interval analysis views that algorithm as solving a sequence of progressively smaller systems of equations, in order to obtain the solution of the original system. By incrementalizing this model, we have developed incremental update algorithms ACINCF and ACINCB for forward and backward data flow problems, respectively. We also modelled Hecht/Ullman T1-T2 analysis [46] and Tarjan interval analysis [44, 45] and designed HUINC, an incremental algorithm based on the Hecht/Ullman algorithm [34].

We have studied the performance of ACINCF and ACINCB on a "non-toy", Algol-like structured programming language $\mathcal{L}$, with loop exit structures similar to those of Sail [25]. We have identified those program structures that affect the complexity of incremental updating and have established the extent of updating required by combinations of such structures. We have shown that under certain realistic conditions, ACINCF and ACINCB are very efficient.
We have analyzed our incremental algorithms under the assumption of localized program changes, non-structural changes occurring within one interval. Non-structural changes are those that leave the flow graph and its interval structure unchanged. Structural changes change the flow graph itself and may require finding new intervals; they are not accommodated by these incremental algorithms. Recent work on handling structural changes in an interval-based method is reported in [36, 37, 38]. We have analyzed localized program changes on a deeply nested loop in an L program and have characterized the set of all variables whose equations may be affected. We have identified the variables and their corresponding program structures; we describe these in terms of their relation to the original change site. Our results enable us to analyze a flow graph of an L program with possible changes and to identify a priori nodes whose equations may be affected by these changes. Thus, we ascertain all data flow solutions potentially affected by the changes without ever performing the changes themselves!

At the outset of this research, we found no previous published work in incremental data flow analysis; communication with F. Allen confirmed this fact [6]. At the Eighth Annual ACM Symposium on the Principles of Programming Languages in 1981, B. Rosen outlined how some global flow algorithms could be adapted for efficient incremental use [31]. We concur in his opinion of the inappropriateness of the conventional worst case error bounds for these algorithms. Our theoretical studies of algorithm performance on L provide better insight into incremental algorithm complexity. Reps et al., working in the context of syntax-directed editing, have developed an incremental algorithm for updating an attributed tree when one of its subtrees is replaced [26, 27, 28]. Their complexity analysis expresses the work of the algorithm as a function of the size of the area affected by that replacement, O(affected area). A significant difference from our work is that the interdependences of their attributes are expressible as an acyclic digraph; in contrast, our data flow information usually exhibits cyclic interdependences.

Incremental data flow analysis can be applied to many problem domains, including interprocedural data flow analysis [3, 4, 9, 12, 37, 42]. Debugging of large software systems necessitates checks on the use of parameters and global variables. Often in system development, the procedure set remains fixed while the data flow characteristics of the
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procedures change. In fact, it is during the writing and debugging of a system that the greatest need exists for data flow information. Elimination-based interprocedural data flow algorithms exist [10, 39, 41]; ACINCF and ACINCB correspond to incremental versions of these algorithms.

Source-to-source transformation systems depend on data flow information which triggers certain transformations that subsequently change the source code and may change its data flow characteristics [11, 20, 22, 23]. Currently, ad hoc methods are used to accommodate local changes; a more systematic approach would be preferable. Incrementalizing the data flow algorithms based on attribute grammars or high level analysis algorithms suggests itself naturally, because source-to-source systems often work with a parse tree representation of a program [7, 8, 19, 26, 30].

Interactive programming environments are popular, useful tools for software development. Data flow analysis information can be used as a debugging and documentation aid [2, 18, 32, 33, 47]. Data flow information substantially eases the pain of debugging, if made available as programs are written, usually in an incremental modular fashion.

In the remaining sections of this paper, first we discuss our equations model of Allen/Cocke interval analysis illustrating it with an example. Second, we describe ACINCF and ACINCB, the incremental update algorithms based upon Allen/Cocke interval analysis; we state them formally and demonstrate their behavior on an example. Third, we discuss our theoretical results on the performance of these algorithms; the proofs of these results are in the Appendix. Fourth, we briefly present our experiences with HUINC, our incremental update algorithm based on Hecht/Ullman T1-T2 analysis; we contrast it with ACINCF. Fifth, we summarize our work and indicate interesting application areas.

2. Model of Allen/Cocke Interval Analysis
To model Allen/Cocke interval analysis, we present the equations which define data flow problems and a Gaussian elimination-like solution procedure for them, generally applicable to a system of equations satisfying certain properties [24]. We apply this procedure in the specific context of equations involving union and intersection operators. We then show Allen/Cocke interval analysis is an optimization of this technique for "well-behaved" systems. (Throughout these discussions we assume familiarity with compilation and data flow analysis [1, 16].)
2.1. Data Flow Equations

A data flow problem is defined on a flow graph by a system of equations involving the operators of union and intersection. The four classical data flow problems, reaching definitions, live uses of variables, available expressions, and very busy expressions, all can be formulated in this manner; they are sufficient for most compiler optimizations (e.g., dead code elimination, constant propagation, common subexpressions elimination) [1, 16].

Each variable $Z_m$ in the system of equations is identified with a unique flow graph node; its value is the data flow solution on entry to the node, for forward problems, or alternatively on exit from the node, for backward problems. Given this one-to-one relationship between nodes and variables, we use these terms interchangeably; interpretation will be clear from the context. The following is the general form of the equations $(Q_m)_{m=1}^n$:

$$Q_m: Z_m = \bigcap_{j \in S_m} \left( a_{m,j} \cap Z_j \cup b_{m,j} \right) \cup c_m \text{ for } 1 \leq m \leq n$$  \hspace{1cm} (1)

where

- $Z_m$ is the data flow solution either on entry to or on exit from node $m$,
- $\cap$ is intersection or union,
- $a_{m,j}$, $b_{m,j}$, $c_m$ are constants derived from local data flow information (possibly null),
- $S_m \subseteq \{ i \mid 1 \leq i \leq n \}$.

For a forward data flow problem, $S_m$ is the set of immediate predecessors of $m$ in the flow graph, $\{\text{pred}(m)\}$; for a backward problem, $S_m$ is the set of immediate successors of $m$, $\{\text{succ}(m)\}$. The coefficients and constants in the equations are defined using the local data flow characteristics associated with the code at each node. Using a flow graph annotated with this information, we can describe an associated data flow problem by a system of equations of the form of equation 1.

2.2. Gaussian Elimination-like Solution Procedure

Consider those data flow problems that can be defined by a system of equations $Q=(Q_m)_{m=1}^n$ where $Q_m$ is an equation of form of equation 1. We assume that the set of possible solutions, each an $n$-tuple $<Z_1, ..., Z_n>$ which satisfies the system $Q$, admits a partial
ordering ($\leq$).\footnote{All the classical data flow problems have this property.}

In Gaussian elimination, variables are successively eliminated from a system of equations by repeated substitution of the right-hand side of an equation for a term in that variable [17]. We use an analogous substitution process. A substitution transformation of a system of equations $Q$, $s(Q,m,j)$, for $1 \leq m,j \leq n$ is the result of substituting the right-hand side of $Q_m$ for a term in $Z_m$ on the right of equation $Q_j$ $m \neq j$ and simplifying the resultant right-hand side of $Q_j$. Then $s(Q,m,j)$ differs from $Q$ by having at most a different $Q_j$ equation; all other equations are the same. It is clear that a solution of $s(Q,m,j)$ is also a solution to $Q$ and vice versa.

During the substitution transformation, it is possible to introduce a self-reference in an equation if there are cyclic dependencies among the variables in the system. A loop breaking rule handles the possible self-references introduced. An equation $Q_m$ has a loop breaking rule if there is another equation for $Z_m$ called $q_m$ such that:

i. $Z_m$ does not appear on the right-hand side of $q_m$

ii. every solution of $q_m$ is also a solution of $Q_m$

iii. for every solution $S$ of $Q_m$ there is a solution $s$ of $q_m$ such that $s \leq S$

iv. the set of variables on the right-hand side of $q_m$ is a subset of the variables on the right-hand side of $Q_m$ [24].\footnote{In general, $q_m$ contains all but the self-dependent term from $Q_m$. This property guarantees the process eventually leads to a solution.}

A set of equations $Q$ is said to have a loop breaking rule if for each equation in $Q$ initially there is a loop breaking rule, and for any equation in any set that can result from $Q$ by a sequence of substitution transformations of $Q$, there is also a loop breaking rule. A loop breaking transformation of $Q$, $b(Q,m)$, for $1 \leq m \leq n$ is the result of replacing $Q_m$ by $q_m$.

The Gaussian elimination-like solution procedure for the system of equations consists of applying a sequence of the substitution and loop breaking transformations; the procedure is shown in Figure 1. The complexity of this algorithm is $O(n^3)$, assuming (as usually holds)
that each application of \( b \) is \( O(1) \) and \( s \) is \( O(n) \). It can be shown that if a sequence of these transformations is applied to a system of equations \( Q \), producing the system \( R \), and \( \{S_m \mid 1 \leq m \leq n\} \) is a solution to \( R \), then it is also a solution to \( Q \). Further, if \( \{L_m \mid 1 \leq m \leq n\} \) is a solution to \( Q \), then there is a solution of \( R \), \( \{K_m \mid 1 \leq m \leq n\} \), such that \( K_m \leq L_m \) for \( 1 \leq m \leq n \). If \( Q \) has a loop breaking rule, then the procedure in Figure 1 terminates and obtains the unique minimal solution (in terms of the partial ordering) [24].

```plaintext
/* Elimination */
for i = 1 to n-1 do
  begin
    Q = b(Q, i)
  for j = i+1 to n do Q = s(Q, i, j)
end

/* Back Substitution */
for i = n to 2 do
  begin
    for j = i-1 to 1 do Q = s(Q, i, j)
  end

Figure 1: Gaussian Elimination-like Solution Procedure
```

For the classical data flow problems, the implementation of this method can involve bit vector or set operations. The partial ordering on the \( n \)-tuples is one of component-wise set inclusion for a set implementation and component-wise comparison for a bit vector implementation. The loop breaking rules for these problems are very simple.\(^7\) In equation 1 if \( \Theta \) is \( \cup \) or \( \cap \) in reaching definitions, then we have:

\[
Q_m: \quad Z = a \cap Z \cup \beta
\]

where \( a \) is a constant and \( \beta \) can contain terms in variables other than \( Z \) as well as constants. The corresponding loop breaking rule substitutes equation \( q_m \) for \( Q_m \):

\[
q_m: \quad Z = \beta
\]

In this case we say the loop breaking rule is to drop the self-referential term (i.e., \( a \cap Z \)). In equation 1 if \( \Theta \) is \( \cap \) then we have:

\[
Q_m: \quad Z = (a \cap Z \cup c) \cap \beta
\]

where \( a \) and \( c \) are constants and \( \beta \) can contain terms in variables other than \( Z \) as well as constants. The corresponding loop breaking rule substitutes equation \( q_m \) for \( Q_m \):

\(^7\)In general, loop breaking rules are determined by the operators in the equations [24].
\( q_m : \quad Z = a \cap \beta \) \hspace{1cm} (5)

To validate a loop breaking rule for an equation, we must satisfy the four conditions i.-iv. mentioned previously. Clearly, \( Z \) does not appear on the right-hand side of \( q_m \) in equation 3 (i.e., i. is satisfied). Next, the solution of the loop breaking rule \( q_m \) must be shown to satisfy the original equation \( Q_m \). Letting \( Z = \beta \) in equation 2, we have:

\[ \beta =? (a \cap \beta) \cup \beta \]

which is clearly true (i.e., ii. is satisfied). For every solution \( S \) of \( Q_m \) there must be a solution \( s \) of \( q_m \) such that \( s \leq S \). Here, if \( S \) is a solution to \( Q_m \) then:

\[ S = (a \cap S) \cup \beta \Rightarrow \beta \leq S \]

Therefore, \( Z = \beta \leq S \) for \( S \) any solution of \( Q_m \) (i.e., iii. is satisfied). Finally, by examination of equations 2 and 3 we see iv. is satisfied. By replacing equation 2 by equation 3, we are selecting the minimal solution for \( Z \) from the set of possible solutions satisfying \( Q_m \).

Similar arguments validate the loop breaking rule in equations 4 and 5. We use examples of reaching definitions and live uses of variables to illustrate these ideas in section 2.4.

2.3. Allen/Cocke Interval Analysis Model

The key observation of the Allen/Cocke algorithm is that certain systems of equations exhibit variable interdependencies which can be utilized to aid in their solution. Specifically, data flow equations exhibit highly structured systems of equations due to the “shape” of flow graphs of programs; Allen/Cocke interval analysis optimizes the general solution procedure for these systems, lowering its worst case complexity to \( O(n^2) \).

Given any set of equations of the form of equation 1 we can define a **dependency graph**, a digraph corresponding to the interdependencies of variables given by the equations in that system. Each node represents a variable; each directed edge \((m,n)\) represents the dependence of \( Z_n \) on \( Z_m \) (i.e., the occurrence of \( Z_m \) on the right-hand side of the equation for \( Z_n \)). For forward data flow problems, the dependency graph is the flow graph. Because flow graphs are usually **reducible**, that is, they contain no multiple entry loops [16], Allen/Cocke interval analysis is able to convert the solution of a system of \( n \) data flow
equations into the solution of a smaller system of \( r \) equations. This is accomplished by partitioning the variables into \( r \) subgroups called **intervals**, single-entry regions corresponding approximately to loops in the dependency graph.

For backward problems, the dependency graph is the converse of the flow graph, that is, the flow graph with the direction of all its edges reversed. We cannot guarantee a "nice" structure of this dependency graph, since multiple exit loops in the flow graph may be multiple entry loops in its converse. Therefore, we use the **reverse dependency graph** of the backward data flow equations to partition the variables in a backward problem; this reverse dependency graph is the flow graph. We will speak of finding intervals in the context of a forward data flow problem; the conversion for backward data flow is to use the reverse dependency graph. We indicate this conversion by a parenthesized reference (i.e., "(reverse)" dependency graph) in the following discussions.

```
INT := null;  /*list of intervals*/
I := null;  /*each interval*/
H := {s};  /*header list initialized to source node*/
while(H \neq null) do
    Remove h from H;
    I := \{h\};  /*form I_h*/
    while (There is a node m not s, whose immediate predecessors are all in I but m is not yet in I) do
        Add m to I;
    endwhile;
    Add I to INT;
    while(There is node n not in H and not in INT, with at least one predecessor in I) do
        Add n to H;
    endwhile;
endwhile;
```

**Figure 2**: Interval Finding Algorithm
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9 Given a set of data flow equations and their corresponding dependency graph, we can test that graph for reducibility. If it is reducible, we find Allen/Cocke intervals on it; if its converse is reducible, we can use the Allen/Cocke intervals on the converse instead. Thus, to use interval analysis as described here, the dependency digraph or its converse needs to be reducible, although irreducible digraphs can be accommodated as previously mentioned.
The variable partitioning algorithm which finds the intervals is shown in Figure 2 [5, 16].
If \( h \) is the entry node of an interval, we call it the \textbf{interval head node} of interval \( I_h \);
the corresponding variable is called an \textbf{interval head variable}. The order in which nodes are added to an interval is called an \textbf{interval order}; it preserves the partial order of the
(reverse) dependency graph. We can form a linear order of all the nodes in the graph that
embeds the interval order of every interval. By writing the equations according to this
linear order, we obtain a highly structured coefficient matrix, amenable to simplification by
a sequence of substitution transformations. For a forward data flow problem this
coefficient matrix has a block lower triangular structure, except for possibly full rows
corresponding to interval head variables. This structure insures that the equation for each
variable in an interval can be parameterized in terms of its interval head variable. For a
backward data flow problem, the matrix has a block upper triangular structure, except for
possibly full columns corresponding to interval head variables. This structure insures that
the equation for each variable in an interval can be parameterized as a linear function of a
set of interval head variables. Therefore, equations of interval head nodes in forward and
backward problems can be parameterized in terms of interval head variables as well. The
result of a parameterization is a \textbf{reduced equation}.

The Allen/Cocke algorithm consists of two phases: \textbf{elimination} and \textbf{propagation}.
During elimination we perform successive substitution and loop breaking transformations on
the systems of equations, which gather and summarize the local data flow side effects of
code in the program. During propagation we perform back substitutions of solutions for
terms in equations, which propagate global data flow side effects to the local regions in
which they apply.

For forward data flow problems the elimination phase consists of iterating three steps:
finding intervals in the dependency graph associated with the system of equations, reducing
the equations to form a new system of the reduced interval head variable equations, and
forming the dependency graph of the reduced system. Within each interval in the system,
a sequence of substitution transformations reduces each equation to a linear function of the
interval head variable. A derived system of equations is formed, consisting of the \( r \)
reduced interval head variable equations, depending only on interval head variables from
the former system; that is, the reduced interval head variable equations become the
equations of the derived system. The derived system is then, in turn, partitioned into
intervals, each with an interval order, and the \textbf{coefficient matrix structure of the
original problem is preserved} in its equations. When the original flow graph is
reducible, the three step process can be continued, yielding a sequence of K systems of equations with a final system of one equation.

The propagation phase consists of iterating two steps: establishing variable correspondences and substituting interval head variable solutions into reduced equations, thus obtaining solutions for non-interval head nodes. To begin, we solve the system of one equation. The final variable is associated with the corresponding interval head variable in the previous system; they share the same solution. Focusing on the previous system, the interval head variable solution is substituted into the reduced equations for variables in its interval. Then, each of these newly-solved variables is associated with its corresponding interval head variable in the system previous to the one just solved. The solutions for all variables in this system are similarly obtained. This variable correspondence/substitution process is iterated through the derived systems of equations in reverse derivation order until all solutions are obtained.

For backward data flow problems, the elimination phase is similar to that described previously, except the intervals are found on the reverse dependency graph of each system of equations. Also, the reduced equation for a variable is parametrized in terms of a set of interval head variables, not just its own interval head variable. During propagation, the variable correspondence steps are the same, but we may have to substitute a set of interval head solutions into the reduced equation of a variable rather than just one interval head solution.

In both forward and backward problems, the sequence of (reverse) dependency graphs \( \{G^i\}_{i=1}^K \) corresponding to the sequence of systems of equations is called the derived sequence of graphs. We call \( G^{i+1} \) the derived graph of \( G^i \). When we say that \( y \) in \( G^{i+1} \) represents \( I_h \) in \( G^i \), we are asserting that all variables in \( I_h \) are represented by variable \( Z_y \) in \( G^{i+1} \), whose corresponding node in \( G^{i+1} \) is \( y \); the reduced equation of \( Z_h \) in \( G^i \) is the equation of \( Z_y \) in \( G^{i+1} \). The definition of represents is extendible over finite subsequences of the derived sequence. Therefore, if \( m_1 \in I_{m_2} \subseteq G^i, \ldots, m_k \in I_{m_{k+1}} \subseteq G^{i+k-1} \)

\[ \]

\[ ^{10} \text{Recall an interval is single-entry, but possibly multi-exited; thus, backward data flow may require a dependence within an interval on the targets of more than one interval exit.} \]
we say that \( m_k \) represents \( m_l \) in \( G^{i-k-1} \).

In a forward data flow problem during elimination, we remove all dependence in the system of equations on variables in \( I_h \), replacing them by a dependence on \( X_h \). The graphical interpretation of this action is that \( h \) in \( G^2 \) represents \( I_h \) in \( G^1 \). In Figure 3, node 2 in \( G^2 \) represents \( I_2 \) in \( G^1 \). This signifies that non-interval head nodes in \( I_2 \) on \( G^1 \) (i.e., \( \{3\} \)) do not appear in the derived system corresponding to \( G^2 \). Of course, since we partition the nodes of both \( G^1 \) and \( G^2 \) into intervals, node 2 belongs to two different intervals on the two graphs; node 2 is in \( I_2 \) on \( G^1 \) and in \( I_1 \) on \( G^2 \). That is, there are two different systems of equations depicted in these graphs; \( X_a \) is in a different partition element in each system. Similar arguments hold for a backward data flow problem.

\[
\begin{align*}
G^1 & & \quad G^2 & & \quad G^3 \\
& & \quad \downarrow & & \quad \downarrow & & \quad \downarrow \\
1 & & \quad 1 & & \quad 1 \\
2 & & \quad 2 & & \quad 2 \\
3 & & \quad 4 & & \\
4 & & \quad \\
I_1 = \{1\} & & \quad I_2 = \{2 3\} & & \quad I_4 = \{4\} & & \quad I_1 = \{1\}
\end{align*}
\]

**Figure 3:** Derived Sequence

### 2.4. Examples

The following examples illustrate how the Allen/Cocke algorithm solves the reaching definitions (forward) and live uses of variables (backward) problems. In the former, we calculate which variable definitions can determine the value of a variable at a particular program point. In the latter, we calculate uses of a variable that occur before a redefinition of that variable from some program point, forward along possible execution paths in a program. For both problems we show the equations, reduced equations and simplified solutions for each system in the derived sequence.

In Figure 4 we are given the flow graph, its corresponding derived sequence, the equations defining reaching definitions and their solution using the Allen/Cocke algorithm. The application of a loop breaking rule is shown where needed; algebraic simplification is
performed on the equations and their solutions. Here $p_j$ is the set of all definitions of variables which are preserved through node $j$ (i.e., definitions corresponding to those variables not redefined at $j$) and $d_j$ is the set of all new definitions of variables at $j$. We use $X_i$ as the variable in this problem to emphasize that we are solving for data flow on entry to node $i$. In terms of equation 1, $a_{m,j}=p_j$, $b_{m,j}=d_j$ and $c_m=\emptyset$.

In Figure 5, we show the solution of a live uses of variables problem on the same derived sequence as in Figure 4. Here $r_j$ is the set of all uses of variables which are preserved through node $j$ (i.e., uses corresponding to variables not defined at node $j$) and $u_j$ is the set of all uses of a variable at node $j$, that occur before any definition at $j$. We use $Y_i$ as the variable in this problem to emphasize that we are solving for data flow on exit from node $i$. In terms of equation form 1, $a_{m,j}=r_j$, $b_{m,j}=u_j$ and $c_m=\emptyset$. Loop breaking and algebraic simplification are performed here as well.
**Equations on** $G^1$:

- $X_1 = \emptyset$
- $X_2 = (p_1 \cap X_1 \cup d_1) \cup (p_6 \cap X_5 \cup d_4)$
- $X_3 = (p_3 \cap X_2 \cup d_3) \cup (p_5 \cap X_3 \cup d_2)$
- $X_4 = X_6 = p_2 \cap X_3 \cup d_4$
- $X_5 = p_4 \cap X_4 \cup d_4$

**Intervals on** $G^1$: $I_1=\{1\}$, $I_2=\{2\}$, $I_3=\{3,4,5,6\}$

Let $d_{i_1\ldots i_k} = p_{i_1} \cap \ldots \cap p_{i_{k-1}} \cap d_{i_k} \cup p_{i_1} \cap \ldots \cap p_{i_{k-1}} \cap d_{i_k} \cup \ldots \cup d_{i_k}$

Let $p_{i_1\ldots i_k} = p_{i_1} \cap p_{i_2} \cap \ldots \cap p_{i_k}$

**Reduced Equations on** $G^1$:

- **on** $I_3$: $X_4$ and $X_6$ already in reduced form
  - $X_5 = (p_4 \cap X_3) \cup d_{43}$
  - $X_3 = (p_2 \cap X_2 \cup d_2) \cup (p_{543} \cap X_3) \cup d_{543}$

  After loop breaking we have: $X_3 = (p_2 \cap X_2 \cup d_2) \cup d_{543}$

- **on** $I_2$:
  - $X_2 = (p_1 \cap X_1 \cup d_1) \cup (p_{63} \cap X_3 \cup d_{63})$

- **on** $I_1$: $X_1$ is already in reduced form
Figure 4, continued

Equations on $G^3$:

\[ X_1 = \emptyset \]
\[ X_2 = (p_1 \cap X_1 \cup d_1) \cup (p_{6 \ 3} \cap X_3 \cup d_{6 \ 3}) \]
\[ X_3 = (p_2 \cap X_2 \cup d_2) \cup d_{5 \ 4 \ 3} \]

Intervals in $G^3$: $I_1 = \{1\}$, $I_2 = \{2,3\}$

Reduced Equations on $G^3$:

on $I_2$: $X_3$ is already in reduced form
\[ X_2 = (p_1 \cap X_1 \cup d_1) \cup (p_{6 \ 3 \ 2} \cap X_2 \cup d_{6 \ 3 \ 2}) \cup (p_{6 \ 3} \cap d_{5 \ 4 \ 3}) \]

After loop breaking: $X_2 = (p_1 \cap X_1 \cup d_1) \cup d_{6 \ 3 \ 2} \cup (p_{6 \ 3} \cap d_{5 \ 4 \ 3})$

on $I_1$: $X_1$ is already in reduced form

Equations on $G^3$:

\[ X_1 = \emptyset \]
\[ X_2 = (p_1 \cap X_1 \cup d_1) \cup d_{6 \ 3 \ 2} \cup (p_{6 \ 3} \cap d_{5 \ 4 \ 3}) \]

Intervals on $G^3$: $I_1 = \{1 \ 2\}$

Reduced Equations on $G^3$:

on $I_1$: $X_1$ and $X_2$ are already in reduced form

Equations on $G^4$:

\[ X_1 = \emptyset \]

Intervals on $G^4$: $I_1 = \{1\}$
Solution on $G^4$:

$X_1 = \emptyset$

Solutions on $G^3$:

$X_1 = \emptyset$

$X_2 = d_1 \cup d_{6 \cdot 3 \cdot 2} \cup (p_{6 \cdot 3} \cap d_{5 \cdot 4 \cdot 3})$

Solutions on $G^2$:

$X_1 = \emptyset$

$X_2 = d_1 \cup d_{6 \cdot 3 \cdot 2} \cup (p_{6 \cdot 3} \cap d_{5 \cdot 4 \cdot 3})$

$X_3 = d_{2 \cdot 1} \cup d_{2 \cdot 6 \cdot 3} \cup d_{5 \cdot 4 \cdot 3}$

Solutions on $G^1$:

$X_1 = \emptyset$

$X_2 = d_1 \cup d_{6 \cdot 3 \cdot 2} \cup (p_{6 \cdot 3} \cap d_{5 \cdot 4 \cdot 3})$

$X_3 = d_{2 \cdot 1} \cup d_{2 \cdot 6 \cdot 3} \cup d_{5 \cdot 4 \cdot 3}$

$X_4 = X_6 = d_{3 \cdot 2 \cdot 1} \cup d_{3 \cdot 5 \cdot 4} \cup d_{3 \cdot 2 \cdot 6}$

$X_5 = d_{4 \cdot 3 \cdot 2 \cdot 1} \cup d_{4 \cdot 3 \cdot 2 \cdot 6} \cup d_{4 \cdot 3 \cdot 5}$
Figure 5: Solving Live Uses of Variables

Equations on $G^1$:

\[
\begin{align*}
Y_1 &= Y_6 = r_2 \cap Y_2 \cup u_2 \\
Y_2 &= Y_5 = r_3 \cap Y_3 \cup u_3 \\
Y_3 &= (r_4 \cap Y_4 \cup u_4) \cup (r_6 \cap Y_6 \cup u_6) \\
Y_4 &= r_6 \cap Y_6 \cup u_5 \\
\end{align*}
\]

Let $u_{i_1 \ldots i_k} = p_{i_1} \cap \ldots \cap p_{i_{k-1}} \cap u_{i_k} \cup p_{i_1} \cap \ldots \cap p_{i_{k-2}} \cap u_{i_{k-1}} \cup \ldots \cup u_{i_1}$

Let $r_{i_1 \ldots i_k} = r_{i_1} \cap r_{i_2} \cap \ldots \cap r_{i_k}$

Reduced Equations on $G^1$:

on $I_3$: $Y_6, Y_5$ already in reduced form

\[
Y_4 = r_{5 \cdot 3} \cap Y_3 \cup u_{5 \cdot 3} \\
Y_3 = (r_{4 \cdot 5 \cdot 3} \cap Y_3 \cup u_{4 \cdot 5 \cdot 3}) \cup (r_{6 \cdot 2} \cap Y_2 \cup u_{6 \cdot 2})
\]

After loop breaking, $Y_3 = u_{4 \cdot 5 \cdot 3} \cup (r_{6 \cdot 2} \cap Y_2 \cup u_{6 \cdot 2})$

on $I_4$: $Y_1$ already in reduced form

on $I_5$: $Y_2$ already in reduced form

Equations on $G^2$:

\[
\begin{align*}
Y_1 &= r_2 \cap Y_2 \cup u_2 \\
Y_2 &= r_3 \cap Y_3 \cup u_3 \\
Y_3 &= u_{4 \cdot 5 \cdot 3} \cup (r_{6 \cdot 2} \cap Y_2 \cup u_{6 \cdot 2}) \\
\end{align*}
\]

Reduced Equations on $G^2$:

on $I_4$: $Y_3$ already in reduced form

\[
Y_2 = u_{3 \cdot 4 \cdot 5} \cup (r_{3 \cdot 6 \cdot 2} \cap Y_2) \cup u_{3 \cdot 6 \cdot 2}
\]

After loop breaking, $Y_2 = u_{3 \cdot 4 \cdot 5} \cup u_{3 \cdot 6 \cdot 2}$

on $I_5$: $Y_1$ already in reduced form
Figure 5, continued

Equations on $G^3$:
\[
Y_1 = r_2 \cap Y_2 \cup u_2 \\
Y_2 = u_3 \cup u_3 \cup u_2
\]

Reduced Equations on $G^3$:
on $I_1$: $Y_2$ already in reduced form
\[
Y_1 = u_2 \cup u_2 \cup u_3 
\]

Equations on $G^4$:
\[
Y_1 = u_2 \cup u_2 \cup u_3 
\]

Solution on $G^4$:
\[
Y_1 = u_2 \cup u_2 \cup u_3
\]

Solution on $G^3$:
\[
Y_1 = u_2 \cup u_2 \cup u_3 \\
Y_2 = u_3 \cup u_3 
\]

Solution on $G^2$:
\[
Y_1 = u_2 \cup u_2 \cup u_3 \\
Y_2 = u_3 \cup u_3 \\
Y_3 = u_4 \cup u_6 
\]

Solution on $G^1$:
\[
Y_1 = Y_6 = u_2 \cup u_2 \cup u_3 \\
Y_2 = Y_5 = u_3 \cup u_3 \\
Y_3 = u_4 \cup u_6 \\
Y_4 = u_5 \cup u_5
\]
3. ACINCF and ACINCB: Incremental Interval Analysis

Our incremental update algorithms ACINCF and ACINCB consist of two phases corresponding to the two phases of our model of Allen/Cocke interval analysis described in section 2.3. They are designed to update a data flow solution after a set of localized program changes, that is, a set of changes within one interval. In the elimination phase, coefficients and constants in all data flow equations affected by the changes are recalculated. In the propagation phase, all affected solutions are recalculated. In this section, we informally describe ACINCF and ACINCB, followed by formal algorithm statements and examples of their application.

3.1. Overview of ACINCF

In Figure 6 we show the coefficient structure of the equations of a forward data flow problem for the variables in \( I_h \) (i.e., \( X_h, X_{h+1}, \ldots, X_I \)) assuming the variables are ordered in an interval order. Possibly non-zero coefficients are indicated by \( x \). By performing our substitution transformations for variables in interval order (i.e., \( X_{h+1}, X_{h+2} \) etc.), we calculate reduced equations on \( I_h \). Given a change in the code at a non-interval head node \( m \in I_h \), the + indicate the rows corresponding to variables whose reduced equations may change because of a change in equation \( Q_m \); we must recalculate these reduced equations. Then, we must check to see if there has been an interval head variable reduced equation affected by these changes; if none has been affected, we are finished. Otherwise, the reduced equation for some \( X_y \) is affected; this reduced equation is the equation for \( X_y \), where \( y \) represents \( I_y \) in the derived system. In that system, we find the interval containing \( y, I_y \). Then we can find the reduced equations in \( I_y \) that are affected by this change in the equation for \( X_y \) as previously. We must iterate this process through the sequence of systems of equations until all changes have been revealed.

If there is a change in the code at node \( h \), an interval head node, then within \( I_h \) only the reduced equation for \( X_h \) can be affected. Since \( X_h \) remains as a variable in the derived system, no other interval head variable reduced equations are affected because we never substitute for their \( X_h \) terms. We must recalculate the reduced equation for \( X_h \) and if it has changed, then we proceed as above, when there is a change to an interval head variable reduced equation.

Eventually, either we will find a system where no interval head variable reduced equation is affected, or we will reach the last system of equations. In the former case, we can
re-perform the back substitutions in the changed reduced equations in this system, obtaining new solutions. In the latter case, we can solve the equation for the last variable in the system, obtaining a new solution. In either case, we identify each changed solution in the final system with an interval head variable solution in the previous system. We substitute each changed interval head solution in the reduced equations for all variables within its interval, obtaining all solutions in that interval. We also re-evaluate any reduced equations on this system which have been changed, whose solutions have not yet been recalculated. This back substitution process continues through the sequence of systems in reverse derivation order, updating all solutions corresponding to changed reduced equations and/or changed interval head variable solutions.

3.2. Overview of ACINCB

Our incremental update algorithm ACINCB is similar to ACINCF; the differences arise from the dissimilarities in the coefficient matrix structure and the reduced equation form. Figure 7, analogous to Figure 6, shows the coefficient structure of the equations of a backward data flow problem for the variables in $l_h$, assuming the variables are ordered in an interval order.\( ^{11} \)

Given a change in the code at non-interval head node $m \in l_h$, the * indicate rows whose reduced equations may need recalculation because of the effects of this change at $m$. We must recalculate reduced equations in this region when necessary. Then we must check to

---

\( ^{11} \)Note the possibly full columns $1, k, h, (j+1)$ corresponding to interval head variables $Y_{1*}, Y_{k*}, Y_{h*}, Y_{j+1*}$.\/
Figure 7: Affected Coefficients, Backward Problem

see if an interval head variable reduced equation has been affected by these changes; however, because an interval is a single-entry connected subgraph, \( Y_h \) is the only interval head variable possibly affected. The reduced equation for \( Y_h \) is the equation of \( Y_s \) where \( s \) represents \( I_h \) in the derived system. If \( s \in I_r \) in the derived system, then we can find the reduced equations in \( I_r \) possibly affected by this change in the equation for \( Y_s \) as previously. We iterate this process through the sequence of systems of equations until all coefficient/constant changes have been propagated as far as possible.

If the code at node \( h \in I_h \) is changed, by the same reasoning as in section 3.1, this can only affect the reduced equation for \( Y_h \). If this reduced equation is changed we proceed as above.

Finally, we reach the last system and solve for the final variable. We identify this solution with an interval head variable solution in the previous system. Then we must recalculate all solutions in the previous system corresponding to reduced equations containing that interval head variable. We also recalculate all solutions in the previous system corresponding to a reduced equation whose coefficients/constants have been changed by the elimination phase, being careful to avoid duplicate recalculation. This back substitution process continues through the sequence of systems in reverse derivation order, updating all solutions corresponding to changed reduced equations and/or changed interval head variable solutions.
3.3. Algorithm Statements

We assume much of the intermediate data flow information has been saved from the initial Allen/Cocke interval analysis of the program. Specifically, we require as input:

i. the sequence of systems of equations and the reduced equations for non-interval head variables in each system;

ii. the sequence of dependency graphs \( \{G^i\}_{i=1}^{K} \) corresponding to the systems of equations, and the intervals of each graph with their interval orders;

iii. the data flow solutions for all the variables in all the systems.

As output, our algorithm produces:

i. an updated sequence of systems of equations which reflects the effects of a set of program changes within one interval, and updated reduced equations corresponding to each system;

ii. a set of new data flow solutions which exhibit the effects of the program changes.

The algorithm uses two sets \( S, T \). On \( G^1 \), \( T \) is the set of variables whose equations are initially changed because of changes in the program; on \( G^i \ i>1 \), \( T \) is the set of variables whose equations are changed because they correspond to changed reduced equations in the immediately previous system. Set \( S \) is used for record keeping during the elimination phase of the algorithm.
ACINCF: Incremental Update Algorithm for Allen/Cocks Interval Analysis for Forward Data Flow Problems

Elimination Phase:

i. Assume a program change occurs which changes a data flow coefficient or constant associated with a node m. Initialize T to be the set of all such m, S = T and k = 1.

ii. If G^k is one node, then solve for the final variable and go to viii.

iii. Iterate this step on G^k, at each iteration removing an m from T, until T is empty. Then go to iv.

Assume m ∈ I^k.

If m = h, go to the next iteration of iii.

If m ≠ h, assume the nodes of I^k are numbered from h to j in an interval order, examine the equations for X_m through X_j in order. If the equation for X_i contains a dependence on X_r for r ∈ S and m < i ≤ j then recalculate the reduced equation for X_i; that is, substitute the right-hand side of the reduced equation for each X_r r ∈ S, for the X_r term appearing in the right-hand side of the equation for X_i and simplify. If the resulting reduced equation for X_i differs from the previous reduced equation, add 1 to S.

iv. Find all interval head variables which depend upon any X_r for r ∈ S and all interval head nodes themselves in S. For each interval head variable found X_i, find the corresponding variable in G^{k+1}, X_y (i.e., y represents i in G^{k+1}). Then recalculate the reduced equation for X_i by substitution transformations using the current reduced equation for each term and applying a loop breaking rule where necessary. Compare the old and new reduced equations for X_i; if they differ, replace the equation for X_y in G^{k+1} with the new reduced equation for X_i in G^k and mark it replaced.

v. If there are no marked equations in G^{k+1} goto vii. Otherwise, form T from the subscripts of variables whose equations are marked in G^{k+1}, increment k by 1, let S = T and repeat steps ii.-iv.

Propagation Phase:

vi. If no equations are marked in G^{k+1}, recalculate by back substitution the solutions corresponding to each reduced equation in G^k which has been changed. That is, if the reduced equation for X_j has been changed and j is in I^k, substitute the value of X_q into the newly changed reduced equation for X_j to
find the updated value of $X_j$.

vii. If $k=1$ then stop. Otherwise, iterate this step, setting $k = k - 1$ and updating the affected data flow solutions in $G^k$ as follows:

a. Use the value of each updated data flow solution in $G^{k+1}$, $X_r$, to set the value of the corresponding interval head variable in $G^k$, $X_h$ (i.e., set $X_h = X_r$ where $r$ represents $I_h$ in $G^{k+1}$).

b. Recalculate the solutions for all variables in $G^k$ in intervals whose interval head variables have had their values changed.

c. Recalculate the solutions for all variables in $G^k$ whose reduced equations have been changed and whose solutions were not recalculated by vii.b.

The changes necessary to transform ACINCF into ACINCB are indicated below.$^{12}$

ACINCB: Incremental Update Algorithm for
Data Flow Analysis
for Backward Data Flow Problems

• iii. Iterate this step on $G^k$, at each iteration removing an $m$ from $T$, until $T$ is empty. Then goto iv.

Assume $m \in I_h$.

If $m=h$ go to the next iteration of iii.

If $m \neq h$, assume the nodes of $I_h$ are numbered from $h$ to $j$ in an interval order, examine the equations for $Y_h$ through $Y_{m-1}$ in reverse interval order (i.e., equations for $Y_{m-1}$ to $Y_{m-2}$, ..., $Y_h$). If the equation for $Y_1$ contains a dependence on $Y_r$ for $r \in S$ and $h \leq l < m$ then recalculate the reduced equation for $Y_1$; that is, substitute the right-hand side of the reduced equation for each $Y_r$, $r \in S$, for

$^{12}$For this algorithm, assume that the $X_j$ in the statement of ACINCF are $Y_j'$, the data flow solution on exit from node $j$. 
the $Y_j$ term appearing in the right-hand side of the equation for $Y_i$ and simplify. If the resulting reduced equation for $Y_i$ differs from the previous reduced equation add 1 to $S$.

- iv. Check the reduced equation for $Y_h$ to see if it has been affected by the changes within $I_h$. If so, find the corresponding variable $Y_y$ in $G^{k+1}$ (i.e., $y$ represents $I_h$ in $G^{k+1}$). Replace the equation for $Y_y$ in $G^{k+1}$ by the new reduced equation for $Y_h$ and mark it replaced.

- vi. If no equations are marked in $G^{k+1}$, recalculate by substitution the solutions corresponding to each reduced equation in $G^k$ which has been changed. That is, if the reduced equation for $Y_j$ has been changed and is: $Y_j = f(Y_{h_1}, \ldots, Y_{t_r})$ for $f$ linear, $\{h_1, \ldots, r\}$ interval head nodes, then substitute the values of $Y_{h_1}, \ldots, Y_{t_r}$ into this equation and update the value of $Y_j$.

- vii.b. Recalculate the solutions for all variables in $G^k$ whose reduced equations contain a dependence on a changed interval head variable solution.

### 3.4. Examples of ACINCF and ACINCB

The following two examples use the flow graph in Figure 4 annotated with definitions (e=) and uses (=c) of variable $c$ which we assume are the only appearances of $c$ in the program (see Figure 8). Using this program, we trace an application of ACINCF to update a reaching definitions problem and an application of ACINCB to update a live uses of variables problem. Each of these problems is solved solely with respect to variable $c$.

Given the flow graph in Figure 8, we can easily calculate the $p_i$, $d_i$ for each node. We see that $p_1 = p_4 = 0$ and $p_2 = p_3 = p_5 = p_6 = \{i, ii\}$. Also, $d_1 = \{i\}$, $d_4 = \{ii\}$, and $d_2 = d_3 = d_5 = d_6 = 0$. Substituting those in the equations given in Figure 4 we obtain those in Figure 8. Since $\{i, ii\}$ are all the definitions of $c$ in the program, $\{i, ii\} \cap X = X$.

Suppose we add a definition of $c$ to node 5 (iii). Then, $p_2 = p_3 = p_6 = \{i, ii, iii\}$, $p_3 = 0$, $d_5 = \{iii\}$, and all other $p_j$, $d_j$ are unchanged. Figure 9 traces ACINCF in updating the solution.

Given the flow graph in Figure 8, we can calculate the $r_j$ and $u_j$ for each node. We see that $r_1 = r_4 = 0$, $r_2 = r_3 = r_5 = r_6 = \{1, 2\}$, $u_2 = \{1\}$, $u_4 = \{2\}$, and $u_1 = u_3 = u_5 = u_6 = \{3\}$. \[ \]
\( u_c = \emptyset \). Substituting those in the equations given in Figure 5 we obtain those in Figure 10.

Suppose we delete the use of \( c \) at node 4 in Figure 8. Then, all the \( r_j \) are the same, \( u_4 \) changes from \( \{2\} \) to \( \emptyset \) and all other \( u_j \) are the same. Figure 11 traces ACINCB in updating the solution.
Figure 8: Reaching Definitions Example

Equations on $G^1$:

- $X_1 = \emptyset$
- $X_2 = \{i\} \cup X_5$
- $X_3 = X_2 \cup X_5$
- $X_4 = X_6 = X_3$
- $X_5 = \{ii\}$

Reduced Equations on $G^1$:

- $X_1, X_4, X_5, X_6$ already in reduced form
- $X_2 = \{i\} \cup X_3$
- $X_3 = X_2 \cup \{ii\}$

Equations on $G^2$:

- $X_1 = \emptyset$
- $X_2 = \{i\} \cup X_3$
- $X_3 = X_2 \cup \{ii\}$

Equations on $G^3$:

- $X_1 = \emptyset$
- $X_2 = \{i, ii\}$

Equations on $G^4$:

- $X_1 = \emptyset$

Solution on $G^4$:

- $X_1 = \emptyset$

Solutions on $G^3$:

- $X_1$ same as on $G^4$
- $X_2 = \{i, ii\}$

Solutions on $G^2$:

- $X_1, X_2$ same as $G^3$
- $X_3 = \{i, ii\}$

Solutions on $G^1$:

- $X_1, X_2, X_3$ same as $G^2$
- $X_4 = X_6 = \{i, ii\}$
- $X_5 = \{ii\}$
Figure 9: Trace of ACINCF on Example in Figure 8

Add definition (iii) for c at node 5 in Figure 8.
p_5 changes from \{i ii\} to 0 and d_5 changes from 0 to \{iii\}.
Also the new value for p_2, p_3, p_6 is \{i ii iii\}.

On G^1, 5 \in I_3, check the equation of X_5 for dependence on X_6 and find none.
Find a dependence on X_5 in equation of X_3.
Check interval head reduced equation for X_3 obtaining
X_3 = X_2 \cup \{iii\}
which is different from its old value
X_3 = X_2 \cup \{ii\}
so we mark it in G^2.

On G^2, 3 \in I_2, check reduced equations in I_2, but find X_3 is last variable in interval.
Check interval head reduced equation for X_2 obtaining
X_2 = \{i iii\}
which is different from its old value
X_2 = \{i ii\}
so we mark it in G^3.

On G^3, 2 \in I_1, check reduced equations in I_1 but find X_2 is last variable in interval.
No interval head variables affected.
Resubstitute into changed reduced equation for X_2.
(Since X_2 = \{i ii\} this has no effect.)

On G^2, set X_2 = \{i ii\}, value of X_2 on G^2.
Resubstitute into reduced equations on I_2 obtaining
X_3 = \{i iii\} \cup \{iii\} = \{i iii\}

On G^1, set X_3 = \{i iii\}, value of X_3 in G^2.
Resubstitute into reduced equations on I_3 obtaining
X_4 = X_6 = \{i iii\}
X_5 = \{ii\}

Updated solution on G^1:
X_1 = 0
X_2 = X_3 = X_4 = X_6 = \{i iii\}
X_5 = \{ii\}
Figure 10: Live Uses of Variables on Flow Graph in Figure 8

Equations on G₁:
\[ Y₁ = Y₂ \cup \{1\} \]
\[ Y₂ = Y₃ \]
\[ Y₃ = Y₆ \cup \{2\} \]
\[ Y₄ = Y₅ \]
\[ Y₅ = Y₃ \]
\[ Y₆ = Y₂ \cup \{1\} \]

Reduced Equations on G₁:
\[ Y₁ = Y₂ \cup \{1\} \]
\[ Y₂ = Y₃ \]
\[ Y₃ = Y₂ \cup \{1\} \]
\[ Y₄ = Y₅ \]
\[ Y₅ = Y₃ \]
\[ Y₆ = Y₂ \cup \{1\} \]

Equations on G₂:
\[ Y₁ = Y₂ \cup \{1\} \]
\[ Y₂ = Y₃ \]
\[ Y₃ = Y₂ \cup \{1\} \]

Equations on G₃:
\[ Y₁ = Y₂ \cup \{1\} \]
\[ Y₂ = \{1\} \]

Equations on G₄:
\[ Y₁ = \{1\} \]

Solutions on G₄:
\[ Y₁ = \{1\} \]

Solutions on G₃:
\[ Y₁ = Y₂ = \{1\} \]

Solutions on G₂:
\[ Y₁ = Y₂ = Y₃ = \{1\} \]

Solutions on G₁:
\[ Y₁ = Y₂ = Y₃ = Y₄ = Y₅ = Y₆ = \{1\} \]
Figure 11: Trace of ACINCB on Example in Figure 10

Assume we delete the use of c at node 4 (2) in Figure 8. $u_4$ changes from {2} to $\emptyset$ while the value of $v_4=\emptyset$ remains the same.

On $G^1$, this affects the equation for interval head variable $Y_3$ which becomes $Y_3 = Y_6$

Then the reduced equation for $Y_3$ becomes $Y_3 = Y_2 \cup \{1\}$

which is different from its old value $Y_3 = Y_2 \cup \{1, 2\}$

so we mark it in $G^2$.

On $G^2$, 3 $\in I_2$ recalculate the reduced equation for $Y_2$

$Y_2 = \{1\}$

which is different from its old value $Y_2 = \{1, 2\}$

so we mark it in $G^3$.

On $G^3$, 2 $\in I_4$ recalculate the reduced equation for $Y_1$

$Y_1 = \{1\}$

which is different from its old value $Y_1 = \{1, 2\}$

so we mark it in $G^4$.

On $G^4$, solve for $Y_1$

$Y_1 = \{1\}$

On $G^3$, set $Y_4 = \emptyset$, the solution for $Y_1$ on $G^4$.

(Since $Y_2 = \{1\}$ this has no effect in $I_1$.)

On $G^2$, set $Y_2 = \{1\}$, the solution for $Y_2$ on $G^3$.

Resubstitute the value of $Y_2$ into the reduced equation for $Y_3$ obtaining $Y_3 = \{1\}$

On $G^1$, set $Y_2 = \{1\}$, the solution for $Y_2$ on $G^2$ and set $Y_3 = \{1\}$ the solution for $Y_3$ on $G^2$.

Resubstitute the values of $Y_2$ and $Y_3$ into the reduced equations in $I_3$ obtaining $Y_6 = Y_5 = Y_4 = \{1\}$

Updated solution on $G^1$:

$Y_1 = Y_2 = Y_3 = Y_4 = Y_5 = Y_6 = \{1\}$
4. Complexity of ACINCF and ACINCB

In this section we discuss the complexity of ACINCF and ACINCB. First we illustrate the inappropriateness of worst case analysis for incremental update algorithms. Second, we explain our results, proved in the Appendix, bounding the equation update work of our algorithms on reducible flow graphs. Third, we describe the structured programming language $L$ which features SAIL-like loop exits and our analytic results on the performance of ACINCF and ACINCB applied to programs in $L$.\textsuperscript{13} We are able to specify the effects of localized program changes, characterizing the equations possibly affected, both by the program structures corresponding to those nodes and by their relation to the original program change sites.

Consider applying ACINCF to update the solution of the reaching definitions problem on the digraph in Figure 12, where definitions of $a$ are $a\Leftarrow$. Deletion of the definition of variable $a$ at node 3 requires recalculation of all reduced equations in all the systems associated with this example; it also requires that all solutions to all equations be recalculated. Thus applying ACINCF here is tantamount to re-performing the entire Allen/Cocke algorithm, $O(n^2)$ work on this graph. But these heavily nested loop structures, an $O(n)$ nested loop on $n$ nodes, are uncommon in modern programming language usage [6, 13, 21, 29]. Empirical surveys of Fortran, PL/I and Pascal usage reported that shallow loops are common and the maximum depth of a loop usually is bounded by a constant rather than by a function of the number of nodes in the program. Thus, worst case analysis does not yield a realistic estimate of the complexity of our incremental algorithms on actual programs. In this section we explore alternative analyses of these algorithms.

![Figure 12: Pathological Digraph for Allen/Cocke Algorithm [46]](image_url)

\textsuperscript{13}Of course, our incremental algorithms can be applied to more general programs than those in $L$ (e.g., programs with go to's etc.); only our complexity results are restricted to programs in $L$.\textsuperscript{13}
Since a loop is a strongly connected component of a flow graph, it is reasonable that a program change in a loop may affect every data flow solution in that loop. The back substitution work necessary to obtain those new solutions will be proportional to the number of nodes in the loop. This upper bound may occur in practice; however, the equation update work of the elimination phase on any of the derived systems of equations will be limited.

Intuitively, in a forward data flow problem if there is an edge in the dependency graph between $m$, $m \in I_h$, and interval head node $j$, and the reduced equation for $X_m$ is affected by a program change, then this change may affect the reduced equation for $X_j$. If $I_h$ is a loop then the change at $X_m$ may affect the reduced equation for $X_h$ as well. In the dependency graph of the derived system of equations assuming $h$ and $j$ represent $I_h$ and $I_j$ respectively, there is an edge $(h,j)$. There are four alternatives:

i. both $h$ and $j$ are still interval head nodes

ii. $h$ is an interval head node, $j$ is not; $j \in I_h$ in derived system

iii. $j$ is interval head node, $h$ is not

iv. both $h$ and $j$ are not interval head nodes; existence of $(h,j)$ implies $h$ and $j$ are in same interval

For example, alternative iv. occurs when both $h$ and $j$ are entry nodes of simple while statements (i.e., while statements containing no other while statements); alternative iii. occurs when $h$ is an entry node of a simple while statement and $j$ is the entry node of a while statement containing another while.

Consider which reduced equations in the derived system can be affected by the change in the reduced equation of $X_m$ in the previous system. In alternative i., interval head nodes $h$ and $j$ are affected. In alternatives ii. and iv. the changes are within one interval in the derived system, either $I_h$ (ii.) or $I_j$ (iv.) where $h,j \in I_r$. In alternative iii. there are changes in $I_r$, $h \in I_r$ and to an interval head node $j$. These cases illustrate the general result proved in the Appendix in Theorem 1. For a forward data flow problem, in any derived system, the equations possibly affected during the elimination phase will consist only of a set of interval head equations and, at most, the equations in one interval in the system.

In a backward data flow problem, the reverse direction of the data flow and the single-entry property of intervals guarantee that only the reduced equation of one interval head node in each derived system can ever be affected by changes within an interval. That is, in any derived system the equations affected will consist only of an interval head
equation and, at most, the equations in one interval in the system. Theorem 2 is proved in the Appendix.

To refine our understanding of the equation updating process we defined a “non-toy” structured programming language $L$ which consists of straight-line code (e.g., assignment, i/o statements), while statements, compound if statements, done statements and continue statements. We assume semantics for these statements similar to those in Sail [25]. The done statement causes control to pass to the statement following the syntactically innermost while loop containing that done statement. If a label appears in the done, then control passes to the statement following the while loop so labelled. The continue statement causes control to pass to the test of the syntactically innermost while loop containing that continue statement. If a label appears in the continue, then control passes to the test of the while so labelled.

Figure 13 illustrates the use of these statements. If the done C statement within loop C is executed, it causes control to pass to the statement following loop C namely, the entry test of loop E. If the continue A statement within loop E is executed, it causes control to pass to the evaluation and test of the expression governing the execution of loop A. It is clear from this example that done and continue offer powerful structured loop exit mechanisms, leading to programs considerably more complex than those constructed using single entry/single exit loops.

A: while exp do
   B: while exp do $S_1$ endwhile B
      if exp then
         { C: while exp do
             (***)
               if exp then D: while exp do $S_2$ endwhile D
               else done C
            endwhile C }
      E: while exp do
         (*)
         if exp then $S_3$
         else continue A
      endwhile E
   endwhile A

Figure 13: Nested While Statements

For ease of description, in the remainder of this section we present our results under the
assumption that all the intervals in an $L$ program correspond to while loops.\footnote{This is true of virtually all intervals.} Given a program written in $L$ with a forward or backward data flow problem solution and a set of localized program changes, we characterize the reduced equations which may need recalculation in terms of the program structures corresponding to these variables and their relation to the sites of the original changes, using the following definitions for nested loops and three binary relations defined on them. If the code for a while loop $h$ is syntactically nested within the code for while loop $w$ in a program in $L$, then loop $h$ is a \textit{descendant} of loop $w$ and loop $w$ is a \textit{parent} of loop $h$. If loop $h$ is a descendant of loop $w$ and loop $h$ is not nested within any other descendant of loop $w$, then loop $h$ is an \textit{immediate descendant} loop of loop $w$, its \textit{immediate parent}. In Figure 13, loop $D$ is a descendant of loops $A$ and $C$; loop $C$ is an immediate descendant of loop $A$.

The \textit{sibling} relation is a symmetric relation describing the nesting of two loops within the same immediate parent. In Figure 13 loop $B$ is a sibling of loops $C$ and $E$ but not a sibling of loop $D$, since loops $B$ and $D$ do not share the same immediate parent.

The \textit{code} relation is a partial ordering among siblings which indicates where the code corresponding to one loop lies in the program, relative to the code corresponding to another loop. Loop $h$ is a \textit{right sibling (rsib)} of loop $w$ if the loops are siblings and the code for loop $w$ precedes the code for loop $h$ in the program. If loop $h$ is an rsib of loop $w$ then loop $w$ is a \textit{left sibling (lsib)} of loop $h$. In Figure 13 loops $C$ and $E$ are rsibs of loop $B$.

The \textit{variable} relation is a partial ordering among siblings which reflects when, in the sequence of derived systems, all the variables in an interval have been eliminated from the equations. It is always used in combination with the code relation. Loop $h$ is \textit{right greater sibling (rgsib)} of loop $w$, if loop $h$ is an rsib of loop $w$ and all the variables in loop $w$ are eliminated from the derived sequence before all the variables in loop $h$. For example, if loop $h$ is an rsib of loop $w$, node $w$ is first eliminated from the derived sequence in $G^k$, node $h$ is first eliminated in $G^m$ and $k < m$, then loop $h$ is an rgsib of loop $w$. Loop $h$ is a \textit{right equal sibling (resib)} of loop $w$ if loop $h$ is an rsib of loop $w$ and all the variables in loop $w$ are eliminated from the derived sequence at the same point as all the variables in loop $h$; that is, nodes $w$ and $h$ are first eliminated from the derived
sequence in the same system $G^k$. In Figure 14 the variables in loop C still exist on $G^3$ whereas the variables in loop B have been eliminated. Therefore, loop C is an rgsib of loop B. Also, the variables in loops B and E both are eliminated first from the derived sequence in $G^3$: therefore loop E is an resib of loop B. Corresponding definitions exist for lgsib and lesib; for example, loop B is an lesib of loop E.

\[ \text{Figure 14: Derived Sequence for the Example in Figure 13} \]

Our results on the complexity of the elimination phase of ACINCF and ACINCB are proved in Theorems 3 and 4 in the Appendix; we illustrate them here (see Figures 15-19). These analytic results enable us to perform a priori analysis of data flow effects of program
changes; they limit the elimination work to a prescribed set of equations related to the loop structure of the program near the change sites. Since the program changes of widest impact occur in deeply nested loops, we consider the complexity of ACINCF and ACINCB on these structures. Also, we indicate the potential increase in complexity introduced by the various loop exit statements.

To illustrate the effects of continue and done statements in increasing the equation update work of our incremental algorithm, consider the program in Figures 13 and 14. A program change at (*) for a forward data flow problem can directly affect the reduced equation for \( X_A \) on \( G^1 \) because of the continue A statement. Without that continue statement, the effect would be propagated through loop E and would change the reduced equation for \( X_E \) on \( G^2 \) this effect would be propagated to the reduced equation for \( X_A \). Therefore, in general the presence of a continue statement does not increase the number of affected variables, but can increase the number of equations to be recalculated for those variables.

Consider a program change at (***) for a forward data flow problem. This change can directly affect the reduced equation of \( X_E \) because of the done C statement; without it, this equation cannot be affected. In the latter case, the program change would be propagated to the reduced equation for \( X_{HC} \) and interval head variable \( X_D \) on \( G^1 \) (see Figure 14). On \( G^2 \) the effect would be transmitted to \( X_C \) since C and D are both in \( I_C \) there. On \( G^3 \) since all variables in loop E have been eliminated, no change to the equation for \( X_E \) would be possible. This argument does not imply that data flow information for loop E is unaffected by the program change, if the done statement is not present. Rather any data flow effects in loop E will be calculated solely during the propagation phase of ACINCF. Thus, the presence of a done statement can increase the number of variables whose reduced equations will need recalculation in the elimination phase of ACINCF.

Figure 15 shows the diagrams which depict nested loops; each triangle represents an interval and a set of paths through that interval. Figure 15(a) depicts the doubly nested structure of loops A, C and D from Figure 13. Loops B and E are represented by their interval head nodes. We only show relevant sibling loops. Figure 15(b) shows a k-nested

---

15Note \( I_E \) is an rsib of \( I_C \) and is the nearest rsib of loop C.
loop for $k=3$. The entry nodes of the nested loops are $p_k, \ldots, p_2, p_1$ ordered with $p_k$ the outermost loop entry node; loop $p_i$ is contained within loop $p_{i+1}$ and is an immediate descendant of loop $p_{i+1}$, $1 \leq i \leq k-1$.

![Diagrams of Nested Loops](image)

Figure 15: Diagrams of Nested Loops

In Figure 16 we picture the behavior of ACINCF during a step of the elimination phase on a $k$-nested loop. Nodes corresponding to variables in loop $p_k$ (i.e., the entire $k$-nested loop) with possibly affected reduced equations are indicated by dashed circles or lie on dashed paths. Assume the reduced equation of $X_q$ was changed in the previous system and that loop $q=p_n$ is represented by one node $q$ in the current system. Then, there will have been a change to the equation for $X_q$ in the current system. Consider which reduced equations in the current system may be affected by the changes in the equation for $X_q$.

There are four cases:

---

16The code in the $k$-nested loop $p_k$ determines which of these possibly affected variables are actually affected by this change.
i. If there are no **done** or **continue** statements in loop $p_k$, then possibly affected reduced equations correspond to entry nodes of the immediate parent loop of loop $q$, (i.e., loop $p_{n+1}$), or resibs/rgsibs (i.e., resibs or rgsibs) of $q$.\(^{17}\)

ii. If there are no **done** statements, but there are **continue** statements, then possibly affected reduced equations correspond to entry nodes of resibs/rgsibs of loop $q$ or a subset of $\{p_{n+1}, p_{n+2}, \ldots, p_k\}$.

iii. If there are no **continue** statements, but there are **done** statements, then possibly affected reduced equations correspond to the entry nodes of resibs/rgsibs of loop $q$, the immediate parent loop of $q$ (i.e., $p_{n+1}$), or nearest rsibs of a subset of $\{p_{n+1}, p_{n+2}, \ldots, p_k\}$.

iv. If there are **done** and **continue** statements in loop $p_k$, then possibly affected reduced equations correspond to entry nodes of resibs/rgsibs of loop $q$, a subset of $\{p_{n+1}, p_{n+2}, \ldots, p_k\}$ or nearest rsibs of a subset of $\{p_{n+1}, p_{n+2}, \ldots, p_k\}$\(^{18}\).

Figure 17 summarizes these results for **ACINCX** on a $k$-nested loop in a program in $L$. If program changes occur in $I$, then all the variables whose reduced equations may be affected during elimination, correspond to nodes along the dashed paths in Figure 17. If no **done** statements occur within the loop $p_k$, these variables correspond to the entry nodes of rgsibs/resibs of loop $r$, parent loops of loop $r$, or rgsibs/resibs of parent loops of loop $r$. If **done** statements do occur, the variables correspond to the entry nodes of nearest rsibs of loop $r$, parent loops of loop $r$, or rsibs of parent loops of loop $r$.

Figure 18 shows the same $k$-nested loop structure as Figure 16. It illustrates the behavior of **ACINCB** during a step of the elimination phase. Assume the reduced equation of $x_q$ is changed in the previous system and loop $q$ is represented by one node $q$ in the current system. Irrespective of the type of loop exit statements in loop $p_k$, the same variables can possibly be affected as a result of this change because the data flow information travels in a direction opposite to control flow. The nodes corresponding to these affected variables are indicated by dashed circles or lie on dashed paths in Figure 18. They are the entry node of $p_{n+1}$, the immediate parent loop of loop $q$, or entry nodes of lesibs/igsibs of loop $q$.

---

\(^{17}\)Note: iii ii, ic ii, ii ii iv, and iii si iv.

\(^{18}\)In case (iv.), if a loop has no rsib, the presence of a **done** statement has the same effect as a **continue** statement.
Figure 16: Snapshot of ACINCF

Figure 17: ACINCF on a k-nested Loop

Figure 19 is analogous to Figure 17 and summarizes our results for ACINCB on a k-nested loop in a program in L. If program changes occur in I, then the variables whose equations may be affected correspond to nodes along the dashed paths in Figure 19. Any variables affected correspond to the entry nodes of a parent loop of loop r, an lgsib/lesib of a parent loop or an lgsib/lesib of loop r itself. In this case, the presence of done and continue statements does not affect our result; here, the effect of program changes is
determined by the single-entry property of loops.

Empirical surveys which characterize high level programming language usage support our claim that \( L \) is a "non-toy" powerful structured programming language. Indeed, \( L \) seems a viable model of the "structured programming" style of the PL/1 programs reported in [14]. In this 1977 survey, Elshoff reported on the changes in programming style of PL/1 programmers, after structured programming was taught at several General Motors commercial computation centers. He studied programs from before (NSP) and after (SP)
instruction was given. The number of "goto-less" programs increased dramatically from 0% (NSP) to 32% (SP). In a total of 67% of all the programs in the latter sample, goto statements comprised no more than 2% of all program statements. A 1980 survey of Pascal compilers written in Pascal corroborated this lack of goto statements in structured programs [43]. Therefore, our Sail-like while loop exits in \( L \) are not excessively restrictive; \( L \) is reasonable model of a modern structured programming language.

Although our analytic results deal with \( L \), a structured programming language, ACINCF and ACINCB work on a digraph representation of a program. They are applicable to any reducible digraph and therefore can handle programs containing goto statements as long as all loops are single entry. Empirical evidence shows that irreducible flow graphs are rare. By suggesting interprocedural applications for our algorithms we are hypothesizing that irreducible call graphs are also rare. Empirical studies are necessary to corroborate this hypothesis. Given the empirical results available to date, for reasonable programs ACINCF and ACINCB are clearly useful and workable.

5. Experience with HUINC

Our model of Hecht/Ullman T1-T2 analysis describes how the variables in the data flow equations are grouped in regions; the equation of each variable can be parameterized as a function of its region head variable. Mergers of regions eliminate variables from the system; these mergers are repeated until all the variables are within one region.\(^{19}\) The solution for the final variable is obtained. Back substitution of region head variable solutions into the reduced equations for their region variables yields solutions for all the variables [35].

This process seems similar to interval analysis, but there is an important difference. Recall that for a forward data flow problem, all dependence upon a variable in the system of equations is transformed by substitution transformations into a dependence on its interval head variable. When a variable is added to a region, all dependence upon that variable within the region is transformed to a dependence on the region head variable; however, substitutions to eliminate dependence on that variable outside its region are delayed until that variable and the variable dependent upon it are in the same region. This delay

\(^{19}\)For irreducible digraphs a subgraph remains which is a double-entry loop; iterative analysis can be used to solve the equations in this case.
enables the Hecht/Ullman algorithm to avoid performing recalculation of common coefficient/constant factors in some of the reduced equations, which occur because of common substitution sequences. These delayed substitutions enable the Hecht/Ullman algorithm to solve data flow problems defined on the pathological flow graph shown in Figure 12 in $O(n \log n)$ calculations, whereas the Allen/Cocke algorithm requires $O(n^2)$ \cite{35}.\footnote{These delayed substitutions are also utilized by Tarjan in his interval analysis algorithm.}

Some auxiliary data structure is necessary to contain the common factor information. The Hecht/Ullman algorithm uses a 2-3 tree, which complicates the incrementalization of the algorithm; additional information has to be saved as the tree is constructed, so that we can recreate calculations performed on the partially constructed tree, that is, we must recreate its intermediate states. Related algorithms, which are an improvement over Allen/Cocke interval analysis, also use auxiliary data structures \cite{15, 45}. In order to save this intermediate state information, additional storage costs are incurred. In HUINC the amount of storage needed is bounded by $O(T) + O(n e)$, where $T$ is the size of the final 2-3 tree, $n$ is the number of nodes in the original digraph and $e$ is the number of edges in the graph.

In order that sets of program changes may be accommodated before new data flow solutions are obtained, any auxiliary data structure must be validated during updating; that is, all constants and coefficients needing recalculation must be so marked. This introduces a data structure dependent, time complexity bound. For HUINC, an additive factor of $O(t)$ appears in the time complexity where $t$ is the number of tree edges which must be marked invalid because of changed coefficient/constant calculations. A gross upper bound on $O(t)$ is $O(n e)$; however, from the examples we investigated this bound is not achieved on reasonable flow graphs.

Our design methodology of developing incremental update algorithms by incrementalizing a model of the global data flow algorithm, worked better in ACINCF than in HUINC. Our aim in incrementalizing the Hecht/Ullman algorithm was to improve upon ACINCF by experimenting with the less constrained variable substitution order, while maintaining the savings from the common substitution factors. Although we gained insight into the problems of incrementalizing an algorithm which uses an auxiliary data structure, HUINC
was a disappointment [34]. Our performance analyses of HUINC indicate that the additional storage and execution costs introduced to maintain and validate the 2-3 tree during updating, may dominate the complexity savings of the underlying data flow analysis algorithm.

6. Applications
ACINCF and ACINCB are particularly useful in software systems development. Here, interprocedural data flow analysis algorithms provide information about global data and parameters. The call graph, the digraph statically modelling the procedure calls of a set of procedures, rarely undergoes structural changes; however, the component procedures and their use of global variables and parameters change often during system development. Thus, this is a suitable application for our incremental update algorithms. Applied to existing interprocedural elimination algorithms, our incremental update algorithms can provide powerful debugging and documentation information for the software system designer.

An important application of our incremental update algorithms is in the area of software maintenance. Large applications often maintain histories of source code changes during system development and maintenance. Studies of these histories would yield information about the kinds of changes large systems are likely to undergo. This information alone would be valuable to software designers as the transformation of a set of algorithms and data structures into a working software system is not well understood in large practical applications, although various software design techniques exist. Our experience with the PFORT Verifier attests to the user need for even the most rudimentary data flow information with respect to interprocedural analysis of software systems [32, 33]. Incremental update algorithms for interprocedural data flow analysis would enable us to delineate the scope of a system change, impossible today where often a “let's try it and see” attitude prevails. This information would be highly useful in system debugging and maintenance.

Currently we are working on a prototype implementation of interval-based incremental update algorithms for the modification problem of interprocedural data flow analysis [36, 37, 38]. These algorithms are extensions of ACINCF and ACINCB, in that they use Tarjan intervals and handle structural as well as non-structural changes to the call graph. There are as yet unanswered questions concerning the best representation for data flow information, given that deletions and additions of variable definitions, procedure
calls, procedure definitions etc. will occur. We also must deal with structural changes which introduce irreducibilities into the call graph; so far, we can identify them but do not attempt to continue incremental updating in their presence. We expect to be answering more practical implementation questions for incremental algorithms as work progresses.

We also plan to gather more current information on programming language usage to augment the empirical studies cited here. This would offer further evidence that our structured programming language \( L \) is a reasonable model of the loop structure of modern programming languages. It would enable us to concentrate our attention on program structures which are utilized sufficiently to insure that our efforts to accommodate them in incremental updating will "pay off".

### 7. Summary

We have presented incremental update algorithms for data flow analysis based on Allen/Cocke interval analysis; these algorithms handle non-structural changes within one interval on reducible digraphs. We have shown the inappropriateness of worst case bounds for these incremental algorithms. We have complexity results for our algorithms on a "non-toy", structured programming language \( L \), which enable us \textit{a priori} to characterize those variables whose equations are possibly affected by a set of localized program changes with respect to their corresponding program structures and the original site of the changes. These results verify the desirability of incremental update algorithms for data flow analysis. We have also reported on our work on an incremental update algorithm based on Hecht/Ullman T1-T2 analysis and outlined the difficulties encountered.

To review, our incremental algorithms were designed by patterning an incremental update algorithm after a global data flow analysis algorithm, re-performing only those steps necessary to ascertain the effects of a set of program changes. This methodology led to a simple incremental update algorithm for Allen/Cocke interval analysis; however, for Hecht/Ullman T1-T2 analysis it committed us to a complicated algorithm which used a height-balanced 2-3 tree to store the common factor information. All elimination algorithms which ascertain common factors need some data structure to store them. Even if we had used a more easily manipulated data structure, \textsc{huinc} would have been more difficult to understand than \textsc{acincf}. Here the "slower" exhaustive algorithm (Allen/Cocke) is the better algorithm to incrementalize, leading to a simpler incremental algorithm; it is proved efficient by our complexity studies on \( L \) and is really not slower in
practice. This is an example of behavior cited in [31], in which the best exhaustive algorithm in terms of worst case complexity does not necessarily yield the best incremental algorithm. We call the Allen/Cocke algorithm "slower" with reservations, knowing that reasonable programs exhibit shallow loop nesting depths.

The results of our complexity study of ACINCF and ACINCB on a "non-toy", structured programming language with SAIL-like loop exit statements enable us to determine a priori which reduced equations may need recalculation because of a localized set of program changes (i.e., all changes within one interval in the flow graph). These possibly affected reduced equations are identified in terms of their corresponding program structures near the localized changes. Our results can be refined to characterize the reduced equations possibly affected when the structured loop exit mechanisms are used singly or together. Specifically, affected equations are characterized when the program features both done and continue statements, only done statements, only continue statements and neither of these. Therefore, we can relate the richness of programming language usage to the ease of incremental updating, gaining insight into the influence of a variety of program structures on data flow. In addition, since we can determine a priori how much equation update work a set of program changes will entail, we have a powerful tool for software modification. We also obtained a characterization of the elimination phase work of ACINCF and ACINCB on any reducible digraph. Namely, we showed that for any reducible digraph with a set of localized program changes, each digraph in its derived sequence has the equations of some interval head nodes and at most the equations of one interval possibly affected. Thus, if a program is reasonably structured, the update work required by a localized set of changes remains localized and relatively easy.
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9. Appendix

This section presents proofs of the results described in section 4; concepts used are described in that section. Theorems 1 and 2 describe the behavior of the ACINCF and ACINCB on reducible flow graphs. They state that given any reducible flow graph with a localized set of changes (i.e., all changes within one interval), the elimination effects generated on the derived systems of equations are limited; that is, in a particular derived system, the equations possibly affected consist only of a set of interval head equations and, at most, the equations in one interval in the system. Lemmas 1-3 concern of properties Allen/Cocke interval analysis and our incremental update algorithms. Lemma 3 is stated for ACINCF with the changes necessary for ACINCB noted in italics.

Lemmas 4-8 characterize the properties of programs written in L when interval analysis is applied to their flow graphs. Theorems 3 and 4 characterize the equations which may be affected by a set of localized program changes during elimination in terms of the relation of those nodes to the site of the program changes and to their corresponding control structures in the program.

**Lemma 1:** There exists a path in digraph G from interval head node h to node t, free from any other interval head nodes if and only if non-interval head node $t \in I_h$ in G.

**Proof:** If there exists a path in G from h to t, free from interval head nodes except for h, the proof that $t \in I_h$ is by contradiction. If $t \notin I_h$ in G, then there is another interval $I_q$ in G such that all immediate predecessors of t are in $I_q$, by the properties of the interval finding algorithm in Figure 2. By finite induction, we can see that this implies q lies on the path from h to t. **CONTRADICTION.** Therefore, our assumption was false, and $t \in I_h$.

If $t \in I_h$, the proof that the specified path from h to t exists is by the properties of the interval finding algorithm of Figure 2.

Q.E.D.

**Lemma 2:** Given a digraph G, assume $u$ represents $I_q$ and $v$ represents $I_h$ in the derived graph of G. Then, the edge $(v,u)$ exists in the derived graph if and
only if there exists edge \((m,q)\) in \(G\) for \(q\) an interval head node and \(m \in I_h\).

**Proof:** The proof is by induction, using the properties of the interval analysis algorithm [34].

**Lemma 3:** Assume there is a sequence of systems of equations solved by Allen/Cocke interval analysis with its associated derived sequence. If \(m\) is a node in \(I_q\) in \(G^k\) such that the reduced equation for \(X_m\) is marked as changed initially or by step iii. of ACINCF (ACINCB), then reduced equations updated in \(G^k\) due to this change, correspond either to:

i. a node in \(I_q\) on a path from \(m\)
   a. to an interval head node \(h\) or
   b. back to \(q\) or
   c. to a terminal node in \(I_q\)
   (a node in \(I_q\) on a path from \(q\) to \(m\))

or

ii. an interval head node
   a. \(h\) which is some interval exit target on a path in i.a or
   b. \(q\) itself
   (\(q\) itself).

**Proof:** The proof is by induction on the number of substitution transformations of equations within \(I_q\) and uses our incremental update algorithms on pages 23 and 24.

Theorems 1 and 2 limit the possible "fan-out" of reduced equation updates performed by ACINCF and ACINCB during elimination. To prove Theorem 1, we make use of the diagram in Figure 20 which shows that in \(G\), ACINCF changes the reduced equations of interval head nodes \(\{i_1, \ldots, i_n\}\) and may change the reduced equations of nodes in interval \(I_h\), including \(h\). Each diagram edge \((h,i_j)\) indicates that in \(G\) in the equation for \(X_{i_j}\) there is a dependence on a variable \(X_m\) for some \(m \in I_h\) (i.e., there is an edge \((m,i_j)\) in \(G\)). In the proofs of Theorems 1 and 2, we assume \(I_r\) in \(G^i\) is represented by \(r\) in \(G^{i+1}\) for any
interval head node \( r \), unless otherwise specified.

\[
\begin{array}{c}
\vdash h \\
\downarrow \quad \downarrow \\
\downarrow \quad \downarrow \\
i_1 \cdots i_n
\end{array}
\]

**Figure 20:** Reduced Equation Changes in \( G \)

**Theorem 1:** Given that:

i. Allen/Cocke interval analysis is applied to a reducible flow graph \( G \) to solve a forward data flow problem.

ii. program changes occur all within one interval in \( G \), (i.e., localized)

iii. ACINCF is applied to determine the effects of the changes on the data flow solution.

Then, in each derived system of equations and its corresponding \( G^1 \), \( i \geq 1 \), the elimination phase of ACINCF will update the reduced equations of:

i. at most one interval \( I_h \) in that system and

ii. a set of interval head nodes \( H \) related to \( I_h \) as in Figure 20.

If reduced equations in \( I_h \) are updated and \( v \) represents \( I_h \) in \( G^{i+1} \), then for every \( j \in H \), edges \((v,j)\) exist in \( G^{i+1} \).

**Proof:** The proof will be by induction on the length of the derived sequence \( \{G\}^K \).

**Basis:** Assume all the initial equations changed in \( G^1 \) correspond to nodes within one interval \( I_h \). By Lemma 3, the possibly recalculated reduced equations in \( I_h \) correspond to nodes on paths in \( I_h' \). If at least one path leads to an interval head node which is not \( h \) (i.e., \( i_j \)), then the diagram of Figure 20 shows the possible reduced equation changes in \( G^1 \); \( n \) is equal to the number of such interval head nodes. By Lemma 2 and the interpretation of the diagram in Figure 20, in \( G^2 \) there are edges \((v,i_j)\) \( 1 \leq j \leq n \), where \( v \) represents \( I_h \) in \( G^2 \). If no such path exists, then the only interval head node possibly updated in \( G^2 \) is \( h \); the diagram of Figure 20 with \( n=0 \) still reflects the changes in \( G^1 \).

The remaining cases occur when there is only one program change at node \( h \) itself or the reduced equation changes in \( G^1 \) propagate to no interval head nodes. The latter case is a trivial one in which the only reduced equation changes occur
in $I_h$ in $G^1$. The former case results in at most the reduced equation for $X_h$ changed on $G^1$. Therefore, both cases are represented by Figure 20 with $n=0$.

Thus, the theorem is satisfied on $G^1$ and Figure 20 correctly represents all reduced equation changes in $G^1$.

**Induction Hypothesis:** Assume the theorem is true on $G^{k-1}$.

To show it is true on $G^k$, assume the diagram in Figure 20 encapsulates the possible reduced equation changes in a system of equations corresponding to $G^{k-1}$. Our induction argument will show that a similar diagram describes the reduced equation changes in $G^k$.

Assume that $\{i_1, \ldots, i_r\}$ are no longer interval head nodes on $G^k$ and $\{i_{r+1}, \ldots, i_n\}$ are interval head nodes for some $r$, $0 \leq r \leq n$. The induction hypothesis and Lemma 2 imply that if $v$ represents $I_h$ in $G^k$, then there are edges $(v,i_j)$ in $G^k$ for $1 \leq j \leq n$. Then by the properties of the interval finding algorithm in Figure 2, each $i_j$ will be in the same interval in $G^k$ as $v$ for $1 \leq j \leq r$. Therefore, there is an interval $I_q$ in $G^k$ containing $\{v,i_1, \ldots, i_r\}$. According to Lemma 3(i), reduced equations of nodes in $I_q$ may be changed due to the effects of the changes at $\{i_1, \ldots, i_r\}$. There also may be interval head nodes affected by these changes according to Lemma 3(ii). Call these interval head nodes $\{t_1, \ldots, t_s\}$ for $s \geq 0$. The equation for each $t_j$ will contain a dependence on some variable $X_m$ for $m \in I_q$. By Lemma 2, if $w$ represents $I_q$ in $G^{k+1}$, edges $(w,t_j)$ exist in $G^{k+1}$. Therefore, the diagram for $G^k$ is:

```
  v
   \--------
   |        |
   |        |
t_1 ----t \
   |        |
   |        |
t_2 ----t \
   |        |
   |        |
t_n ----t \
   |        |
```

where there are reduced equation changes in $I_q$, the reduced equation for $X_q$ may change and the reduced equations of interval head nodes $\{i_{r+1}, \ldots, i_n, t_1, \ldots, t_s\}$ are changed. By the induction hypothesis and the above arguments, diagram edges represent graph edges $(w,i_j)$ and $(w,t_j)$ in $G^{k+1}$. This satisfies our induction hypothesis on $G^k$. 

Q.E.D.

**Theorem 2:** Given that:

i. Allen/Cocke interval analysis is applied to a reducible flow graph $G$ to solve a backward data flow problem,

ii. program changes occur all within one interval in $G$,

iii. ACINCB is applied to determine the effects of the changes on the data flow solution.

Then, on each system of equations and its corresponding $G^1 i \geq 1$, the elimination phase of ACINCB will update the reduced equations of:

i. an interval head node $q$ and,

ii. at most, nodes in one interval $I_q$.

**Proof:** The proof will be by induction on the length of the derived sequence, $\{G^l\}_{l=1}^K$.

**Basis:** By Lemma 3, if all the program changes in $G^1$ affect nodes within one interval $I_q$, then the reduced equations of nodes on paths from $q$ to some changed node may need recalculation. Also, the reduced equation for $X_q$ may need recalculation. If the only program change occurs within the code at node $q$, an interval head node in $G^1$, then the reduced equation for $X_q$ is recalculated.

Thus, the theorem is satisfied on $G^1$ by $\{q I_q\}$ or by $\{q\}$.

**Induction Hypothesis:** Assume the theorem is true on $G^{k-1}$.

Assume the reduced equation for $X_q$ is changed in $G^{k-1}$. If $q$ is still an interval head node in $G^k$, steps iii. and iv. of ACINCB will update the equation for $X_q$ in $G^k$. If $q$ is not an interval head node in $G^k$, then there exists an interval $I_y$ such that $q \in I_y$ in $G^k$. The reduced equations recalculated by steps iii. and iv. of ACINCB on $G^k$ correspond to nodes on paths from $y$ to $q$, by Lemma 3. The reduced equation of $X_y$ is also recalculated.

In either case, the theorem is satisfied in $G^k$ by $\{y I_y\}$ or by $\{q\}$.

Q.E.D.

In these results for programs written in $L$, we use the term $g$-loop as a synonym for
interval; not all g-loops are actually loops in the program although they are always single-entry connected subgraphs.

**Lemma 4:** Nested g-loops in \( L \) are collapsed in innermost to outermost order. Each interval head node in \( G^1 \) is an entry node of a g-loop in \( G^1 \) and each node in \( G^1 \) \( i \geq 2 \) represents such an entry node.

**Proof:** The proof is by induction using the properties of the interval finding algorithm in Figure 2, the interval analysis method and the semantics of \( L \).

**Lemma 5:** All programs in \( L \) have reducible flow graphs.

**Proof:** All loops in \( L \) are single-entry and therefore flow graphs containing them are reducible [16].

**Lemma 6:** A done statement in a program in \( L \), syntactically nested within innermost while loop \( q \), appears in the flow graph as an edge whose target is the entry node of the nearest\(^{21}\) rsib of loop \( q \) or the nearest rsib of a parent loop of loop \( q \) in \( G^1 \). A continue statement in a program in \( L \), syntactically nested within innermost while loop \( q \) appears in the flow graph as an edge whose target is the entry node of loop \( q \) or a parent loop of loop \( q \). The targets of a done or continue statement are interval head nodes in \( G^1 \).

**Proof:** The proof uses the definition of rsib, the semantics of \( L \) and Lemma 4.

The collapse index of a g-loop is a numeric value that indicates when all the variables in that interval are eliminated from the derived sequence. If at least one variable in an interval \( I_t \) exists in the systems \( G^1, G^2, \ldots, G^j \) and if all the variables in \( I_t \) are eliminated in \( G^{j+1} \), then the collapse index of g-loop \( h \) is \( j (ci(h)=j) \). In Figure 14, \( ci(D)=2 \) and \( ci(C)=3 \).

**Lemma 7:** In \( G^1 \) if there exists a path from \( t \), the entry node of g-loop \( t \), to \( x \), the entry node of g-loop \( x \), and \( ci(x) < ci(t) \), then for some \( G^k \) \( 2 \leq k \leq ci(x) \), \( u \) represents \( I_t \), \( v \) represents \( I_x \) and there exists a path from \( u \) to \( v \) in \( G^k \).

**Proof:** The proof is by finite induction using Lemma 2 and the definition of represents (see section 2.3).

\(^{21}\)Metric is path length.
Lemma 8: Assume g-loop $x$ with $ci(x) = i$ is syntactically nested within a while loop in $G^1$. If $y \in I_h$ represents $I_x$ in $G^1$ then g-loop $h$ is either the immediate parent loop of g-loop $x$ or the nearest lgsib of g-loop $x$.

Proof: (i.) Assume g-loop $x$ has an unique nearest lgsib g-loop $t$, using path length as a metric. By definition of lgsib, there is a path from the entry node of g-loop $t$ to the entry node of g-loop $x$ in $G^1$. Since $ci(t) > i$, by Lemma 7 there is a path in $G^1$ from $u$ representing $I_t$ to $v$ representing $I_x$. Because by assumption g-loop $t$ is the nearest lgsib of g-loop $x$, by Lemma 4 and the definition of lgsibs, all nodes on this path correspond to lesibs of g-loop $x$, and therefore, correspond to collapsed g-loops in $G^1$. By the definition of a collapsed g-loop, there are no interval head nodes on this path. By the assumption that g-loop $t$ is an lgsib of g-loop $x$ and since $ci(x) = i$, $u$ is an interval head node in $G^1$. Thus, by Lemma 1, $v \in I_u$ in $G^k$.

Our assumption that g-loop $t$ is the unique nearest lgsib to g-loop $x$ is valid because if there were more than one lgsib $t_1$ and $t_2$, the above arguments would imply the existence of a path to $v$ from both $u_1$ and $u_2$ representing $t_1$ and $t_2$, free from interval head nodes. But $u_1$ and $u_2$ are interval head nodes in $G^1$ by definition of lgsib. Therefore, by the properties of the interval finding algorithm in Figure 2, $v$ would be an interval head node. CONTRADICTION Therefore, our assumption of the uniqueness of g-loop $t$ is valid.

(ii.) If g-loop $x$ has no lgsibs, let loop $p$ be the immediate parent loop of g-loop $x$ in $G^1$. By definition, there exists a path in $G^1$ from the entry node of loop $p$ to the entry node of g-loop $x$. By Lemma 4 and the definition of $ci(x)$, $q$ which represents $I_p$ in $G^1$ is an interval head node. By Lemma 7, there is a path in $G^1$ from $q$ to $v$ which represents $I_v$ in $G^1$. By our assumption of no lgsibs of g-loop $x$, Lemma 4 and the definition of lesib, any node on this path corresponds to an lesib of g-loop $x$ and therefore a collapsed g-loop. By the definition of a collapsed g-loop, there are no interval head nodes on this path. Thus, by Lemma 1, $v \in I_q$ in $G^k$.

Q.E.D.

We prove Theorems 3 and 4 using strong induction. There are two mutually exclusive
induction hypotheses. We assume hypothesis 1 true on \( G^{k-1} \) and show that each of a set of cases leads to hypothesis 1 or hypothesis 2 true on \( G^k \). Similarly, we assume hypothesis 2 true on \( G^{k-1} \) and show that each of a set of cases leads to hypothesis 1 or hypothesis 2 true on \( G^k \). The sets of cases for each hypothesis reflect the different possibilities for how the reduction process proceeds in ACINCF or ACINCB. For ACINCF, the cases are defined by different assumptions on the current set of interval head nodes whose equations are affected. For ACINCB, the cases are distinguished by different assumptions on the single interval head node involved. Assuming \( H \) is the set of interval head nodes whose equations are changed in \( G^{k-1} \) and \( I_h \) is the interval whose equations are changed in \( G^{k-1} \), then Figure 21 outlines the hypotheses and proof technique used in Theorems 3 and 4.

**hypothesis 1:** \( I_h \) and \( H \) exist

**hypothesis 2:** \( H \) exists but \( I_h \) does not exist

**hypothesis 1 \( \lor \) hypothesis 2

**hypothesis 2 \( \lor \) hypothesis 1 \( \lor \) hypothesis 2

**Figure 21:** Proof Outline for Theorems 3 and 4

The results of these theorems enable us to perform a priori analysis of the data flow effects of a program change. The theorems and their proofs which follow are lengthy and laborious. Their key results which clearly state the elimination phase work in ACINCF and ACINCB, have been given in section 4.

**Theorem 3:** Given a program \( P \) in \( L = \{ \text{while, done, continue, if statements and straight-line code} \} \), solve a forward data flow problem for \( P \) by Allen/Cocke interval analysis. Assume ACINCF is applied to update the solution with respect to program changes in \( P \) corresponding to nodes in interval \( I_r \) in \( G^1 \). Let loop \( w \) be the syntactically innermost loop containing \( I_r \). (Note: \( w \Rightarrow r \) is possible.) Then, the elimination phase of ACINCF updates, on a system of equations corresponding to \( G^1 \), are characterized as follows:

i. The reduced equations recalculated in any one system of equations \( G^k \) 
\[ 1 \leq k \leq K \], are a set of equations of interval head nodes \( Q \), and the
equations of, at most, one interval in \( G^k, I_q \).

ii. If the reduced equations of the interval \( I_q \) are recalculated in \( G^k \) for \( k \geq 1 \), then the corresponding set of interval head nodes in \( Q \) depends in the following way on the relation of \( q \) to the initial changes in \( I_q \) in \( G^1 \) (see Figure 22 for illustrations of these cases):

a. if \( q \) is a parent loop of g-loop \( r \), then a set member corresponds to the entry node of an immediate descendant g-loop of \( q \), which is:

1. an rgsib or resib of loop \( t \), a parent loop of g-loop \( r \), or
2. an rgsib or resib of g-loop \( r \) (i.e., \( q = w \)).

or

b. if \( q \) is a parent loop of g-loop \( r \), then a set member corresponds to a rsib of g-loop \( q \) or to \( q \) itself. (Note: if no done \( \langle q \rangle \) statement exists within loop \( q \), the rsibs can only be resibs or rgsibs of loop \( q \).)

c. if \( q \) is an lgsib of \( v \) which is a parent loop of g-loop \( r \), or an lgsib of g-loop \( r \) itself, then a set member corresponds to a resib or rgsib of \( v \) or \( r \), respectively.

d. in addition, whether \( q \) is a parent loop of g-loop \( r \) or \( q \) is an lgsib of \( v \) which is a parent loop of g-loop \( r \) or an lgsib of g-loop \( r \) itself, a set member corresponds to an entry node of a parent loop of g-loop \( q \) or its rsib. (Note: if no done \( \langle x \rangle \) statement exists within loop \( x \), then the rsibs can only be resibs or rgsibs of loop \( x \).)

iii. If the interval \( I_q \) is recalculated in \( G^k \) for \( k \geq 1 \), then the nodes in \( I_q \) whose reduced equations are updated, represent the entry nodes of:

a. parent loops of g-loop \( r \) and their rsibs or

b. immediate descendant g-loops of loop \( w \) which are resibs or rgsibs of g-loop \( r \).

iv. G-loop \( q \) is a parent loop of g-loop \( r \), g-loop \( r \) itself, an immediate descendant g-loop of \( w \) which is an lgsib of g-loop \( r \), or an lgsib of any of these.

Proof: Outline: By Lemma 5 and Theorem 1, i. is true for any program in \( L \).
The proof of ii.-iv. uses the principle of strong induction applied to the length of the derived sequence and follows the outline of Figure 21. First, we assume hypothesis 1 that in $G^{k-1}$, ACINCF updates the equations in a non-empty interval $I_h$ and the equations of a set of interval head nodes $H$. Second, we assume hypothesis 2 that in $G^{k-1}$, our incremental algorithm updates only the equations of a set of interval head nodes $H$ (i.e., $I_h$ is empty). Each subcase of the hypotheses is illustrated in Figure 22. The nodes in $Q$ lie on the dashed paths or are indicated by dashed circles. As in Figure 15, each triangle edge corresponds to at least one path through an interval; the label at the top vertex of the triangle names the loop entry node corresponding to the interval head.
node. A vertical dotted line represents a sequence of triangles, each attached by its top vertex to the base of the triangle directly above. This represents a finite sequence of immediate parent/immediate descendant relations between the g-loops. The diagrams present examples of each case, not a comprehensive listing of all subcases which can occur.

**Basis:**

1.) If the only program change occurs in code at node \( r \), an interval head node in \( G^1 \), then steps iii. and iv. of ACINCF recalculate the reduced equation for \( X_r \). Here \( Q = \{ r \} \) and \( I_q \) is empty. This satisfies iv.

ii.) Assume a program change occurs in the code at node \( m \in I_r \subset G^1 \). Then, either loop \( w \) has an immediate descendant g-loop \( r \), such that the code represented by its entry node syntactically precedes the code represented by node \( m \) in the program and g-loop \( r \) is the nearest such g-loop to node \( m \), or \( r = w \). In either case, \( I_q = I_r \); this satisfies iv.

Nodes can be added to \( Q \) in two ways:

ii.a) If there is a **done** or **continue** statement on a path from node \( m \) to an exit of \( I_r \), then the reduced equation of the target node, \( p \), is recalculated by ACINCF in step iv. By Lemma 6, an interval head node \( p \) is the entry node of a parent loop of g-loop \( r \) or a nearest reib of a parent loop. \( Q \) contains \( \{ p \} \) which satisfies ii.b or ii.d if \( r = w \), or ii.d if g-loop \( r \) is an immediate descendant g-loop of loop \( w \).

ii.b) If loop \( w \) contains an immediate descendant g-loop \( d \) and there is an edge from \( m \), a node whose reduced equation has been updated in \( I_r \), to the entry node of g-loop \( d \), then the reduced equation for the entry node of g-loop \( d \) is recalculated. Here, \( Q \) contains \( \{ d \} \); this satisfies ii.a if \( r = w \) or ii.c if g-loop \( r \) is an immediate descendant g-loop of loop \( w \).

Therefore, ii. and iv. are satisfied.\(^{22}\)

**Induction Hypothesis:** Assume the theorem holds for \( G^1 \), \( 1 \leq i \leq k-1 \).

\(^{22}\)Note iii. does not hold on \( G^1 \).
The following two part induction argument shows that it holds for $G^k$.

i.) **Hypothesis 1:** Assume reduced equations in $I_h$ and $H$ are updated in $G^{k-1}$.

i.a) Use Figures 22 and 23 for reference in this proof.

![Diagram](image)

**Figure 23:** Case i.a

Assume $H$ contains nodes satisfying ii.a. Let $D$ contain all such nodes which correspond to collapsed g-loops in $G^k$.

If $D$ is empty, then $Q = H$ and the induction hypothesis guarantees that the theorem is satisfied.

If $D$ is not empty, then by Theorem 1 and Lemmas 4 and 5, there exists a g-loop $q$ such that all the nodes in $D$ are in $I_q$ in $G^k$. By Lemma 8, g-loop $q$ is an immediate parent loop of or an lgsib with respect to each of the g-loops represented by the nodes in $D$. By Theorem 1 and Lemma 5, the edges $(h,d)$ exist in $G^k$ for all $d \in D$ and node $h$ in $G^k$ representing $I_h$ in $G^{k-1}$. Since nodes in $D$ represent immediate descendant g-loops of g-loop $h$, by Lemma 4 g-loop $h$ cannot be collapsed in $G^k$. Therefore, by Lemma 1, each $d \in I_h$; here, $q = h$. By the induction hypothesis in $h$, g-loop $q$ satisfies iv.

By Lemma 3, the reduced equations recalculated in $I_h$, include those of nodes on paths in $I_h$ from the node representing some g-loop $d$ in $D$ to an exit of $I_h$, to $h$ itself, or to a terminal node in $I_h$. By Lemma 4 and the definition of resib, these nodes represent resibs of the g-loop $d$. By the induction hypothesis that $D$
satisfies ii,a, these nodes must be resibs and/or rgsibs of a parent loop of g-loop r or of g-loop r itself; therefore, they satisfy iii.

In addition, there may be nodes in H satisfying ii,b which are collapsed in G^k; call the set of these nodes E. By the same reasoning as above, each e ∈ E is in I_h in G^k and the reduced equations of nodes updated in I_h include those of resibs of nodes in E. Since nodes in E satisfy ii,b, the nodes with updated reduced equations satisfy iii,a.

There may also be nodes in H satisfying ii,d which are collapsed on G^k; call this set F. By the same reasoning as above, each f ∈ F is in I_h in G^k and the reduced equations updated include those of resibs of nodes in F. Since nodes in F satisfy ii,d, these updated nodes satisfy iii,a.

Here,

\[ Q = (H - D - E - F) \cup T \cup R \]

- where \((H - D - E - F)\) satisfies ii. by the induction hypothesis of ii. on H, since \(q = h\).\(^{23}\)

- \(T\) contains entry nodes of g-loops which are branched to from done and continue statements within the nodes whose reduced equations are updated in I_h. By Lemma 6, these branch targets are entry nodes of parent loops or rgsibs of parent loops of some d ∈ D, e ∈ E or f ∈ F. By the arguments above, all nodes with recalculated reduced equations are resibs of a d ∈ D, an e ∈ E or an f ∈ F and resibs share the same parent loops. Therefore, since the nodes in D satisfy ii,a, the nodes in E satisfy ii,b and the nodes in F satisfy ii,d by assumption, each of these target nodes satisfies ii,b or ii,d.

- \(R\) contains the interval head nodes found in step iii. of ACINCF. By Lemma 3, each of these nodes is an interval exit target of I_h or h itself. By definition of L, each node represents an rgsib of a node in I_h or the entry node of the immediate parent loop of a g-loop d ∈ D (namely h), of g-loop e ∈ E (namely the entry node of the immediate parent loop of g-loop h, loop p), or of a g-loop f ∈ F (namely the entry node of the immediate loop p).

---

\(^{23}\)T contains backward exits from I_h; R contains forward exits from I_h and possibly h itself.
parent node of a parent of g-loop h). Each node in \( I_h \) is an resib of a
node in D, E or F; therefore, each node in R is: an rgsib of a node in D, E or F, \{h\} itself or the entry node of a parent loop of g-loop h. By the
induction hypothesis that D satisfies ii.a, E satisfies ii.b, and F satisfies
ii.d, these rgsibs satisfy ii.a, ii.b or ii.d. If \{h\} is in R as well, it satisfies
ii.b.

Therefore ii.-iv. are satisfied by \( I_q \) and Q.

i.b) Assume H contains no nodes satisfying ii.a, but some nodes satisfying ii.b,
ii.c and ii.d. Let S contain all such nodes which correspond to collapsed g-loops
in \( G^k \).

If S is empty, then Q = H and the induction hypothesis guarantees that the
theorem is satisfied.

If S is not empty, by Theorem 1 and Lemmas 4 and 5, there is a g-loop q such
that the nodes in S are in \( I_q \) in \( G^k \). Also, edges (h,s) for each s \( \in \) S exist in \( G^k \),
assuming that h in \( G^k \) represents \( I_h \) in \( G^{k-1} \). There are three possibilities for
g-loop q according to Lemmas 1 and 8:

A. If g-loop h is not collapsed in \( G^k \), \( I_q = I_h \) in \( G^k \), or

B. If g-loop h is collapsed, g-loop q is an lgsib of g-loop h, or

C. G-loop q is an immediate parent loop of g-loop h.

By the induction hypothesis on h, each possibility for q satisfies iv. The
following four cases prove the induction hypothesis using the sets of assumptions
given below:

<table>
<thead>
<tr>
<th>Subcase</th>
<th>S satisfies</th>
<th>q satisfies</th>
</tr>
</thead>
<tbody>
<tr>
<td>i.b.1</td>
<td>ii.c ∨ ii.d</td>
<td>A ∨ B</td>
</tr>
<tr>
<td>i.b.2</td>
<td>ii.c ∨ ii.d</td>
<td>C</td>
</tr>
<tr>
<td>i.b.3</td>
<td>ii.b ∨ ii.d</td>
<td>B ∨ C</td>
</tr>
<tr>
<td>i.b.4</td>
<td>ii.b ∨ ii.d</td>
<td>A</td>
</tr>
</tbody>
</table>

These four cases are illustrated by examples in Figure 24, with the nodes in set
R appearing on paths represented by dashed lines.

i.b.1) Assume the nodes in S satisfy ii.c or ii.d, so that h is an lgsib of g-loop r
or an lgsib of a parent loop of g-loop r. Assume q = h (A) or g-loop q an lgsib
of g-loop h (B). Then nodes in I_q whose reduced equations are updated are resibs of some g-loop s in S, by Lemmas 3 and 4 and the definition of resib. By transitivity and the induction hypothesis on S, the updated nodes are resibs or rgsibs of some parent loop of g-loop r or of g-loop r itself. Therefore, these nodes satisfy iii.

In addition,

\[ Q = (H - S) \cup T \cup R \]  

(6)

- where \( H - S \) satisfies ii. by the induction hypothesis on H.

- \( T \) contains entry nodes of g-loops which are branch targets from done and continue statements within the nodes whose reduced equations are updated in I_q. By Lemma 6 and the fact that resibs share the same parent loops, these branch targets are entry nodes of parent loops or rgsibs of parent loops of some s \( \in S \). These nodes satisfy ii.d.

- \( R \) contains the nodes found in step iii. of ACINC. By Lemma 3 and previous definitions, each node represents either an rgsib of a node in I_q, the entry node of loop p, the immediate parent loop of g-loop q or the immediate parent loop of nodes in S. By assumption, every node in S satisfies ii.c or ii.d; therefore, by transitivity these rgsibs satisfy ii.c or ii.d.
If \( p \in R \), then \{p\} satisfies i.i.d.

1.b.2) Assume the nodes in \( S \) satisfy ii.c or ii.d, so that \( h \) is an lgsib of g-loop \( r \) or an lgsib of a parent loop of g-loop \( r \). Assume g-loop \( q \) is the immediate parent loop of g-loop \( h \) (C). Here, using equation 6 to define \( Q \), we see that nodes in \( H - S \) which satisfied ii.c will satisfy ii.a and nodes which satisfied ii.d will satisfy ii.b or ii.d with respect to \( I_q \).

\( T \) contains entry nodes of g-loops which are branch targets from done and continue statements within the nodes whose reduced equations are updated on \( I_q \). By Lemma 6 and the fact that resibs share the same parent loops, these branch targets are entry nodes of parent loops or nearest rsibs of parent loops of some \( s \in S \). These nodes satisfy ii.b or ii.d.

By similar arguments to those in 1.b.1, \( R \) can contain rgsibs of nodes in \( S, q \) itself, \( p \) the entry node of the immediate parent loop of loop \( q \) and the immediate parent loops of rsibs of parent loops of loop \( q \). These nodes satisfy ii.a, ii.b or ii.d with respect to \( I_q \).

1.b.3) Assume the nodes in \( S \) satisfy ii.b or ii.d, so that \( h \) is a parent loop of g-loop \( r \). Assume loop \( h \) is collapsed in \( G^k \). By Lemma 8, \( h \in I_q \) in \( G^k \) means that \( q \) represents the entry node of the immediate parent loop of \( h \) or an lgsib of g-loop \( h \). By Lemmas 3 and 4, the definition of resib, the induction hypothesis on \( S \) and transitivity, nodes in \( I_q \) whose reduced equations are updated represent resibs of an rsib of a parent loop of g-loop \( r \) and they satisfy iii.a.

Using equation 6 to define \( Q \), we see that \( H - S \) satisfies ii. by the induction hypothesis, if g-loop \( q \) is an lgsib of loop \( h \) (B); otherwise (C), nodes in \( H - S \) which satisfied ii.b will satisfy ii.a and nodes which satisfied ii.d will satisfy ii.b or ii.d with respect to \( I_q \).

By the same reasoning as in 1.b.1 and 1.b.2, if g-loop \( q \) is an lgsib of loop \( h \) (B), the nodes in \( T \) satisfy ii.d; otherwise (C), they satisfy ii.b or ii.d. Similarly, if g-loop \( q \) is an lgsib of loop \( h \), the nodes in \( R \) satisfy ii.c or ii.d. If loop \( q \) is the immediate parent loop of loop \( h \), these nodes satisfy ii.a or ii.b.

1.b.4) Assume the nodes in \( S \) satisfy ii.b or ii.d so that \( h \) is a parent loop of
g-loop \( r \) (A). Assume g-loop \( h \) is not collapsed in \( G^k \). By Theorem 1 and Lemmas 1 and 5, \( q = h \). By Lemmas 3 and 4 and the definition of resib, nodes updated in \( I_h \) are resibs of some g-loop \( x \) in \( S \) and therefore, by transitivity, resibs of loop \( h \) or rsibs of a parent of loop \( h \). Here iii.a is satisfied.

In addition, using equation 6, we see that \( H - S \) satisfies ii. by the induction hypothesis on \( I_h \). By the same arguments as in 1.b.1, \( T \) contains nodes satisfying ii.d.

\( R \) contains nodes which by Lemmas 3 and 4 and the definition of rgsib, are rgsibs of a g-loop \( x \) in \( S \). By transitivity and the definition of rsib, these nodes satisfy ii.b or ii.d.

Therefore in all cases of 1.b, ii.-iv. are satisfied by \( I_q \) and \( Q \).

i.c) Assume \( H \) contains no nodes satisfying ii.a, ii.b or ii.c.

Since reduced equations in \( I_h \) were recalculated in \( G^{k-1} \) by the induction hypothesis, at best, g-loop \( h \) is collapsed in \( G^k \). By Lemma 4, an immediate parent loop of g-loop \( h \) cannot be collapsed in \( G^k \). Therefore, \( Q = H \) and by the induction hypothesis on \( H \), the theorem is satisfied.

ii.) Hypothesis 2: Assume there is no interval in which reduced equations are updated in \( G^{k-1} \).

If \( H \) contains no nodes which are collapsed in \( G^k \), then \( Q = H \) and the induction hypothesis guarantees that the theorem is satisfied.

If some nodes in \( H \) are collapsed in \( G^k \), call the subset of such nodes \( C \). By our induction hypothesis, there exists a \( G^N \) such that the equations in some interval \( I_h \) are updated in \( G^N \) and only interval head equations are updated in \( G^I \) for \( N < i \leq k-1 \). By Theorem 1 and Lemma 5, in \( G^{N+1} \), there are edges \((h,c)\) for each \( c \in C \subseteq H \), where \( h \) represents \( I_h \) in \( G^{N+1} \). In addition, the nodes in \( C \) are in one interval in \( G^k \).

Figure 25 presents examples of these cases.
Figure 25: Case ii.

If $\text{ci}(h) > k$, then these edges $(h, c)$ exist in $G^k$. Here, $q = h$.

If $\text{ci}(h) = k$, then $h \in I_v$ in $G^k$. Therefore by Lemma 1, there exists a path free from interval head nodes from $v$ to $h$, where $h$ in $G^k$ represents $I_h$ in $G^{k-1}$. By a finite number of applications of Lemma 2, edges $(h, c)$ exist in $G^k$ for all $c \in C$. Therefore, by Lemma 1, the $c \in C$ are also in $I_v$ and $q=v$. By Lemma 8, g-loop $v$ is an lgsib of or an immediate parent of g-loop $h$.

If $\text{ci}(h) < k$, then g-loop $h$ is represented in $G^k$ by node $x$ corresponding to the entry node of g-loop $u$ where a finite number of applications of Lemma 8 can show that g-loop $u$ is either an lgsib of g-loop $h$, a parent loop of g-loop $h$ or an lgsib of a parent loop of g-loop $h$. Similarly, using Lemma 2, we can show that the edges $(h, c)$ in $G^{N+1}$ for each $c \in C$ correspond to edges $(x, c)$ in $G^k$. Therefore, $q = x$ and $I_q$ contains all $c \in C$.

If $q = h$, $q$ is parent loop of g-loop $h$, or an lgsib of g-loop $h$ or of a parent loop of g-loop $h$, the induction hypothesis insures that $q$ satisfies iv.

If $q = h$ or $q$ represents an immediate parent loop of g-loop $h$, then the $c \in C$ satisfy ii.a, ii.b or ii.d with respect to $I_h$ in $G^N$ and the arguments of i.a show that ii.-iii. are satisfied. If g-loop $q$ is an lgsib of g-loop $h$, then the $c \in C$ satisfy ii.c or ii.d with respect to $I_h$ in $G^N$ and the arguments of i.b show that ii.-iii. are satisfied.

If g-loop $q$ is a parent loop of g-loop $h$ which is not an immediate parent loop or g-loop $q$ is an lgsib of a parent loop of g-loop $h$, then the nodes in $C$ satisfy ii.d with respect to $I_h$ in $G^N$. By Lemmas 3 and 4 and the definition of resib,
the nodes whose equations are updated in \( G^k \) are resibs of some \( c \in C \), each of whose by assumption, is a parent loop of g-loop \( h \) or an rsib of a parent loop. Thus, they satisfy i.iii.a.

In addition,

\[
Q = (H - C) \cup T \cup R
\]

Any nodes in \((H - C)\) which satisfied ii.d in \(G^N\), will satisfy ii. with respect to g-loop \( q \). \( T \) contains targets of done or continue statements in resibs of some \( c \in C \). By the induction hypothesis on \( C \), Lemma 6 and the fact that by definition, rsibs share the same parent loops, these targets are parent loops of loop \( h \) or rsibs of such parent loops. Therefore, they satisfy ii. \( R \) contains the nodes found in step iii. of ACINCF. By Lemmas 3 and 4 and the definition of rgsib, each represents an rgsib of some \( c \in C \) or possibly \( q \) itself. In each case, the nodes in \( C \) satisfy ii.; therefore, these nodes satisfy ii. Thus, ii.-iv. are satisfied by \( l_q \) and \( Q \).

Q.E.D.

**Theorem 4:** Given a program \( P \) in \( L \), solve a backward data flow problem for \( P \) by Allen/Cocke interval analysis. Assume ACINCB is applied to update the solution with respect to program changes in \( P \) corresponding to nodes in interval \( I_q \) in \( G^1 \). Let loop \( w \) be the syntactically innermost loop containing \( I_q \). Then, the elimination phase changes of ACINCB, on a system of equations corresponding to \( G^1 \) are characterized by:

i. The reduced equations recalculated in any one system of equations corresponding to \( G^k, 1 \leq k \leq K \), are those of an interval head node \( q \) and possibly, the equations of nodes in its interval \( I_q \).

ii. For \( G^k, k \geq 1 \), \( q \) is the entry node of a parent loop of g-loop \( r \), an lgsib of a parent loop, g-loop \( r \) itself or an lgsib of g-loop \( r \).

iii. For \( G^k, k > 1 \), the nodes in \( I_q \) whose equations are updated correspond to entry nodes of parent loops of g-loop \( r \) or lesibs or lgsibs of these, and/or lesibs or lgsibs of g-loop \( r \).

**Proof:** The proof will apply the principle of strong induction to the length of the derived sequence. Theorem 2 and Lemma 5 imply that i. is satisfied always.
Basis:

i.) Assume there is only one program change in the code at node \( r \), an interval head node. Then, by steps iii. and iv. of ACINCB, the reduced equation for \( X_r \) is updated in \( G^1 \). Thus, i. and ii. are satisfied.

ii.) If there is a program change in the code at node \( m \in I_r \), then for g-loop \( r \) in loop \( w \), either loop \( w \) has an immediate descendant g-loop \( r \) such that the code at the entry node of g-loop \( r \) syntactically precedes the code at \( m \) and g-loop \( r \) is the nearest such g-loop to \( m \) or \( r = w \). By Lemma 3 in both the former and latter cases, \( I_q = I_r \) and the reduced equation for \( X_r \) is recalculated. Thus, i.-ii. are satisfied by \( \{ r \mid I_r \} \) or \( \{ r \} \) on \( G^1 \).

Induction Hypothesis: Assume the theorem is satisfied for \( \{ G^i \} _{i=1}^{k-1} \).

The following two part induction argument will show it is satisfied on G^k.

1.) Hypothesis 1: Assume reduced equations of nodes in \( I_h \) and the reduced equation for \( X_h \) are changed in \( G^{k-1} \).

If g-loop \( h \) is not collapsed in \( G^k \), then only the reduced equation for \( X_h \) is changed in \( G^k \). By the induction hypothesis on \( h \), ii. is satisfied with \( q = h \).

If g-loop \( h \) is collapsed in \( G^k \), then by Lemma 8, \( h \in I_q \) in \( G^k \) for g-loop \( q \), an lgsib or an immediate parent loop of g-loop \( h \). By the induction hypothesis on \( h \), \( q \) satisfies ii. By Lemma 3, the reduced equations of nodes in \( I_q \) which lie on paths from \( q \) to \( h \) are recalculated. These nodes are lesibs of g-loop \( h \) by Lemma 4 and the definition of lesib. By transitivity and the induction hypothesis on \( h \), these nodes satisfy iii.

Thus, ii.-iii. are satisfied by \( \{ q, I_q \} \) or \( \{ q \} \).

2.) Hypothesis 2: Assume only the equation for \( X_h \) is changed in \( G^{k-1} \). By the same arguments as in i., ii.-iii. are satisfied by \( \{ q \} \) or \( \{ q, I_q \} \).

Q.E.D.