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Abstract

Attendees will be introduced to cuMF, a CUDA-based matrix factorization
library that accelerates both ALS and SGD to solve very large-scale MF.
Please join us to hear about lessons learned in accelerating compute- and
memory-intensive kernels on GPUs.
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