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Abstract

Grouped collections of discrete data are the focus of interest for many machine learning applications (e.g., topic modelling for text, collaborative filtering, genetic studies). Geographical data are often available for such data sets. The typical ways to incorporate spatial information are partial pooling (i.e., sharing parameters between nearby groups of data) and post-processing (i.e., training a model before considering location). We show that both perform badly when the data are very sparse and describe a new model that performs soft pooling, based on the idea that spatially-dependent parameters (e.g., topics in text corpora, venue attributes in collaborative filtering) can be characterized by globally shared functions of location. We compare our method against existing approaches on two sparse data sets: geographically tagged messages from Twitter and venue check-ins from a location-based social network.
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