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Abstract

Neural predictive coding is an enormously successful approach to unsuper-
vised representation learning in natural language processing. In this approach,
a large-scale neural language model is trained to predict the missing signal
(e.g., next word, next sentence) and the trained model is used in downstream
tasks to produce useful text representations. While effective, it is computa-
tionally difficult to work with and yields uninterpretable representations.

In this talk, I will present a novel approach to neural predictive coding
based on maximal mutual information (MMI). Instead of predicting the raw
missing signal, we define a set of interpretable latent ”codes” and directly
predict the underlying code of the missing signal. The model is trained by
maximizing the mutual information between the predicted codes. I will first
present a simple and effective MMI predictive coding neural model that pushes
the state-of-the-art performance in unsupervised part-of-speech tagging. In
the general case in which exact calculation of entropy is intractable, a pop-
ular workaround is to maximize a sample-estimated lower bound on mutual
information. I will next show that this approach suffers from fundamental
statistical limitations and present an alternative approach free of these limi-
tations.
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