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Abstract

We introduce a sampling-based approximation framework for Spark, and
show how multi-stage cluster sampling theories with population estimation
techniques can be used to estimate error bounds for the approximate compu-
tations. We also show how adaptive stratified reservoir sampling can be used
to avoid (or reduce) key losses in the final output. We evaluate a prototype
implementation called ApproxSpark and our results show that (i) partition
sampling can lead to greater reduction in execution time than data item
sampling but lead to significantly larger error bounds (ii) stratified sampling
reduces key loss and leads to more consistent error bounds across keys.
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