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Abstract

With the emergence of massive datasets across different application do-
mains, there is a rapidly growing need to solve various optimization tasks over
such datasets. To cope with the sheer size of these big data problems, one
needs to design algorithms that are highly efficient in their resource usage: for
example, their internal memory in case of streaming algorithms, their com-
munication overhead in case of distributed algorithms, and both memory and
communication for massively parallel algorithms (such as MapReduce).

In this talk, I will give an overview of my work in this area. As an illustra-
tive example, I will focus on the problem of finding large matchings, namely
the maximum matching problem, over massive graphs. Maximum matching
is one of the most prominent problems in combinatorial optimization and has
important applications in modern big data analysis, e.g., in online advertis-
ing. I will describe the previous techniques for designing efficient algorithms
for graph optimization problems over massive graphs and prove an inherent
limitation of these techniques for designing resource efficient algorithms for
maximum matching. I will then describe a general approach for solving the
maximum matching problem in a unified way across different models of com-
putation over massive graphs such as streaming, distributed computing, and
MapReduce, which simultaneously improves the state-of-the-art in all these
models.
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